Both in syntax and phonology one of the chief concerns in the process of linguistic analysis is the justification of grammars. If this problem is somewhat more in focus in phonology, it is perhaps because in phonology we are able to more closely approximate a workable solution and indeed argue the merits of alternate proposals to a set of linguistic data, whereas we consider ourselves lucky in syntax if we are able to reach any workable hypothesis at all. Thus it is the case that although no one overlooks the need to justify syntactic analyses, it is within the domain of phonology that questions of this sort have been most deeply discussed and developed.

1. The Need for Empirical Justification

One form of argument used to justify phonological descriptions relies on the so-called 'simplicity' criterion. Two analyses are discussed and one is rejected on the basis that in some well-defined (or not so well-defined) way it is less simple than the more acceptable solution. Only feature counting has been explicitly incorporated into the evaluation metric. Since this often leads to counter-intuitive results or has been unable to provide unique

---

1 I would like to thank Victoria Fromkin for helping me revise an earlier version of this paper. I am also indebted to Isaac George for many suggestions and bits of information.
adequate solutions, it is not infrequent that we find phonologists justifying their solutions on the basis of a number of varying forms of support: the number of underlying segments, pattern considerations, the number of phonological rules, historical evidence, or the so-called 'naturalness' of various points at issue, this last argument often falling under 'markedness theory' (yet to be developed). Thus, to consider a specific example, in a language such as Igbo, which exhibits a general CVCV pattern structure, one might quibble over whether verb roots (which are otherwise typically CV) such as kwé 'believe', gwá 'tell' and nwú 'die' are best analyzed as /CwV/, as in Standard Igbo Orthography, or as /Cw^V/, where in both cases C is limited to the velar series, /k/, /g/ and /ŋ/. By recognizing rounded velars (/C^V/) as phonological units we are able to maintain the otherwise exceptionless (ignoring syllabic nasals which possibly have a NV source) CV structure of Igbo. Similarly, in this solution we do not have to account for what would be a strange distributional restriction on /w/ (only after velars), since we take care of this in our underlying segments. However, a solution recognizing /Cw/ requires fewer underlying segments, as it more thoroughly utilizes the independently justified /w/ phoneme.²

²The choice of one of these solutions over another may seem trivial. However this choice can have great cognitive significance. If I were to pronounce kwé as ké, would a native speaker tell me that I pronounced a sound wrong (the first solution) or that I left a sound out (the second solution). Since my informants have been greatly influenced by Standard Igbo Orthography (as well as by English) such experimentation was infeasible.
assertion, are we to know which of these criteria is more critical in
the construction of a phonology? The problem is that we have no way
to interrelate various possible complications in a phonological com-
ponent. What we need to do is further design our decision-making
evaluation metric in such a way as to reflect what is really happen-
ing in human language. I strongly believe we should turn our atten-
tion toward developing a set of criteria that in a more direct, per-
haps more experimental, way can be used to verify the psychological
reality of a given proposal. Thus Kiparsky (1968) states: 'what we
really need is a window on the form of linguistic competence that is
not obscured by factors like performance . . .' (p. 174). He then
concludes: "In linguistic change we have precisely such a window."
It is through the work of Kiparsky and others that justification for
many of the notational conventions of generative phonology has been
obtained. Linguistic change is one of the possible considerations
open to the phonologist desiring psychological verification.

I am assuming a certain interpretation of the notion
'explanation' (or, if you will, 'explanatory adequacy'). To state
that a certain solution is superior to another on the basis of
simplicity can be explanatory, if and only if the simplicity metric
itself has been empirically justified. As an illustration, the
failure of Halle's principle of feature counting to define natural
classes has led to markedness theory, which (at least in its current
state) fails in just this sense to be explanatory. Let us take an
example in French from Schane (1968b, see also 1968a).
Schane discloses two sources for [ã] in French. One derives this low back nasalized vowel from /An/ (capitalized vowels are [+tense]), as well as from underlying /£n/. These two sources are seen in the alternations (Schane's examples):

\[
\begin{align*}
\text{[peiza]} & \quad \text{'male peasant'} \\
\text{[zar]} & \quad \text{'genus, kind'} \\
\text{[peizan]} & \quad \text{'female peasant'} \\
\text{[žær]} & \quad \text{'genus, kind'} \\
\text{[ženerik]} & \quad \text{'generic'}
\end{align*}
\]

In the discussion of these phenomena Schane is concerned about the non-uniqueness of phonological representations (what Lightner has termed 'lexical overlap'). In this regard he states that we do not know whether to derive [vâdr] 'to sell' from /vAndr/ or /vEndr/. His concern is not unrelated to the problem of justification and explanation. A phonology that is explanatory (descriptively adequate) will permit only one solution per problem, and in so far as we have indeterminate cases, our phonological metatheory has not been amply well defined. To remedy this problem of non-uniqueness, Schane invokes the concept of 'markedness'. He proposes that in cases of non-unique phonological representation we choose the underlying segment that is 'least marked'. So, in accordance with the current theory of markedness which hypothesizes /A/ as less marked than /£/, we recognize the underlying form /vAndr/, despite its orthography vendre and its historical derivation.

Schane's example provides us with a solution, however with its reliance on markedness it is explanatory only to the extent that the particular markedness convention which he uses is itself explanatory. Even within this framework, the proposed theory which Schane
uses does not solve all similar problems. In the same article, for example, Schane talks of a closely related problem: phonetic [ɛ] is derivable from both /ɪn/ and /ɪn/ as seen from the examples:

[\text{divɛ}] 'divine' (m.) \quad [\text{divin}] 'divine' (f.)

[\text{fɛ}] 'end' \quad [\text{finir}] 'to finish'

[\text{serɛ}] 'serene' (m.) \quad [\text{serɛn}] 'serene' (f.)

\text{cf. [serenite]}

[\text{plɛ}] 'full' (m.) \quad [\text{plen}] 'full' (f.)

\text{cf. [plenitud]}

Given these facts, how are we to decide what should be the underlying representation of \text{scinder} [sɛde] 'to divide'? Having recourse to marking conventions, as they now stand, the underlying representation is unquestionably /sɛndə/, since /ɪ/ is less marked than /ɛ/. A problem arises however when we try to account for certain dialects of French where the distinction between [ɛ] and [ʊ] has been lost. Thus we find:

\text{'Standard French'}

[ʊ] 'one' (m.) \quad [ʊn] 'one' (f.)\textsuperscript{3}

[brʊ] 'brown' (m.) \quad [brʊn] 'brown' (f.)

\text{'Parisian Dialects'}

[ɛ] 'one' (m.) \quad [ʊn] 'one' (f.)

[brɛ] 'brown' (m.) \quad [brʊn] 'brown' (f.)

\textsuperscript{3}[ʊ] is used to represent IPA [y], i.e. a high, front rounded vowel.
In these latter dialects there is then no phonetic distinction between [brë] (spelled brun) 'brown' (m.) and [brë] (spelled brin) 'blade of grass'. As soon as we introduce this third possible source of [e] our reliance on markedness falters. Chomsky and Halle state (1968) that there is no reason to designate /i/ as more or less marked than /u/, and since [e] now is to be derived from /U/ (the normal source of [u], see Schane, 1968a) as well as /I/, we have no principled way to arrive at a unique solution.\[^4\]

The conclusion is that no matter how nice one's analysis turns out to be, unless there is some empirical justification the possibility still remains that the analysis is a mere formalism without 'psychological reality'. From the Igbo and French examples it is clear that we must look for a 'window' which will help us determine those constraints in the metatheory permitting just the correct solutions. I would like to suggest that borrowing provides one such window. The remainder of this paper will be devoted to determining to just what extent 'foreign sound adaptation' can be utilized to justify phonological grammars. A specific case where Nupe, a Kwa language of Central Nigeria, borrowed from neighboring Yoruba and Hausa will exemplify the discussion to follow.

\[^4\] Although a more concrete phonology might recognize /ü/ and therefore scinder would be uniquely marked as /sində/, the possibility for non-uniqueness is still inherent in the Chomsky and Halle marking conventions.
2. Past Approaches

This paper attempts to view the phenomena of borrowing and of foreign sound perception in its broader sense in the light of generative phonology. Both of these processes will be treated as one. In my dealing with the borrowing phenomenon, I shall be interested only in those cases where the foreign material has been made to conform with the phonological properties of the interpreting language. Since I shall therefore be ignoring cases of what has been traditionally termed 'phonological import' (i.e. cases where the borrowing language has, in violation of its native phonology, adopted new sounds or sequences (see especially Haugen (1950)), we can view 'borrowing' as 'institutionalized foreign sound adaptation'. Similarly, I shall ignore cases where a particularly talented speaker of the interpreting language accurately perceives and reproduces foreign sounds in the process of foreign language acquisition. I shall be interested only in those cases where the forms resulting from both forms of contact (borrowing and foreign language learning) are possible lexical items in the first language. Those lexical items which would require the feature [+foreign], for example, will not be considered. The term 'lexicalization' (which I owe to Kalon Kelley) will be used to refer to how these borrowed forms will be represented in the lexicon.

One of the chief motivations for this study is derived from the following idealized possibility: if we have a theory of borrowing (encompassing the perception of foreign sounds in other
contact situations), then by analyzing the occurring borrowed forms and/or running the necessary tests on foreign sound perception, various aspects of the internalized phonology can be determined. This possibility rests on the proposition that the phonological properties of a language largely determine both the phonological shape and the phonetic realization of a lexicalized loan-word. Not all theorists have accepted this conception of borrowing, as we shall see. The question that I shall be foremost concerned with is: if a foreign word is totally assimilated, what determines its lexicalized shape?

The tacitly (or not so tacitly) assumed explanation that we find in the pre-structuralist literature, and the one we encounter in much of the structuralist literature as well, is generally designated as 'phonetic approximation'. The form this argument usually takes is that speakers of a language, in hearing a foreign sound, replaces that sound with the most closely related phonetic (or perhaps phonemic) unit in its inventory. Thus Hermann Paul writes:

Um eine fremde Sprache exakt sprechen zu lernen, ist eine Einübung ganz neuer Bewegungsgefühle erforderlich. So lange diese nicht vorgenommen ist, wird der Sprechende immer mit denselben Bewegungsgefühlen operieren, mit denen er seine Muttersprache hervorbringt. Er wird daher in der Regel statt der fremden Laute die nächstverwandten seiner Muttersprache einsetzen und, wo er den Versuch macht Laute, die in derselben nicht vorkommen, zu erzeugen, wird er zunächst fehlgreifen. (p. 394)

According to this interpretation speakers of a language $L_1$ replace the sounds of a second language $L_2$ with those sounds closest to them in $L_1$. In this analysis, then, the nativization of foreign sounds
could and should be explained in terms of physical phonetics. The manner of nativization should be reflected in (and predictable from) the distinctive features and scalar values that make up the phonetic quality of the individual segments. A contrastive analysis of the occurring phones of $L_1$ and $L_2$ should then suffice in such a 'theory' to explain how (and demonstrate why) the phones of $L_1$ will be realized by speakers of $L_2$, and the phones of $L_2$ will be realized by speakers of $L_1$.

That this explanation is at the very least inadequate is seen from the following observations: a Frenchman attempting to render the English sound [θ] will typically realize his efforts as [s]; correspondingly, he will render English [ɔ] as [z]. This makes sense, according to the argument of phonetic approximation, since [s] is the closest sound French has to [θ], just as [z] in French most closely approximates English [ɔ]. In terms of phonetic features, the English sounds are [-strident], whereas the French counterparts (substitutes) are [+strident]. Presumably (accepting for these purposes the Chomsky-Halle feature system, 1968) these sounds will agree in all other phonetic feature specifications. This constitutes, then, a physical phonetic explanation of the assimilation of sounds from one language (English) into another (French).

---

5It is true that phonetically there are further differences between [s] and [θ] in that the scalar values of certain similar features will differ, e.g. [s] is 'less anterior' than [θ].
However, as soon as we look at the way in which another language \( L_3 \) interprets the sounds of \( L_1 \), we run into theoretical difficulties. Speakers of Serbo-Croatian, for instance, will tend to realize [\( \theta \)] as [\( t \)] (and not [\( s \)]), just as they substitute [\( d \)] (not [\( z \)]) for [\( \delta \)]. Once again we can look at these facts as advocates of the theory of phonetic approximation. The English sounds in question differ from their Serbo-Croatian counterparts only in that the former are [+cont], while the latter are [-cont]. We conclude from this that the speakers of Serbo-Croatian replace [\( \theta \)] and [\( \delta \)] by those segments closest to them in their language—or do they?

The problem with this approach is that these phenomena cannot be explained in purely phonetic terms. If they could be, then we would expect that French be like Serbocroatian and substitute [\( t \)] and [\( d \)] for the English sounds; or that Serbocroatian be like French and substitute [\( s \)] and [\( z \)] for the English non-stridents, since both languages bring equivalent segments to the borrowing task. The only possible chance of salvaging such a theory of phonetic approximation is to claim that [\( \theta \)] is 'equidistant' in some sense from both [\( s \)] and [\( t \)] (perhaps in that in both cases the substituted sound differs by only one phonetic feature: [strident] in the French example and [cont] in the case of Serbo-Croatian). But if this were the case then we would expect to find with respect to English [\( \theta \)], equal numbers of Frenchmen substituting [\( t \)] and [\( s \)], and equal numbers of Serbo-Croatian speakers substituting [\( s \)] and [\( t \)]. This doesn't appear to be the case. Thus even if we assume (without
foundation) that \( \theta \) is equidistant from \([s]\) and \([t]\), we still have to explain why one nation chose \([s]\) and the other \([t]\).\(^6\)

Instead of adhering to absolute phonetic criteria we often hear the notion 'phonetic approximation' closely tied in with the more intangible notion of Sprachgefühl. It appears more realistic to say that a language adopts that sound that is 'felt' to be closest to the prototype. Thus a Frenchman feels that English \( \theta \) most closely resembles his own \([s]\), while a speaker of Serbo-Croatian feels that \( \theta \) most closely resembles his \([t]\). As soon as we accept this notion of Sprachgefühl we can no longer adhere to a physical phonetic interpretation of foreign sound assimilation. The unequivocal conclusion that we are led to is that foreign sound adaptation is mental in nature. The only way in which we can explain why a sound \( X \) from \( L_2 \) is realized as sound \( Y \) (and not as sound \( Z \)) in borrowing language \( L_1 \) is by having recourse to the phonological facts of \( L_1 \) and the

\(^6\)In this discussion I have ignored the possibility that \( \theta \) and \( \delta \) are borrowed as such as a result of the manner in which these sounds are taught in the schools. European languages seem to present this difficulty of interference that often vitiates the otherwise automatic process of foreign sound reproduction (spelling presents still another problem of interference). Whether or not I am justified in dismissing this possibility of interference is a question that can be empirically investigated, I would think. However, I do find it significant at least that in one country (France) the teachers tell the students 'it's like our \([s]\)', while in another (Yugoslavia), apparently, the students are told 'it's like our \([t]\)'. If all we have is the behavior of pedagogues to go by, then there must be an explanation for their varying performances. Someone (and in turn something) has to be responsible for the observed divergences.
phonetic data of L₂. Differing phonological properties are then responsible (at least in part) for different nativization processes. The French and Serbo-Croatian example is far from being resolved. However, if it can be shown that there is no extra-linguistic interference (see footnote 6), then we must look into the individual phonologies (perhaps into the individual feature hierarchies?) for an explanation. But the explanation must be phonological.

This is precisely the change of emphasis that came about with the advent of structuralism (although it is by no means rare to hear one speak of phonetic approximation in cases where no other explanation presents itself). When the phoneme was introduced there was a reinterpretation of the data of borrowing. Bloomfield noted simply: 'In phonetic substitution the speakers replace the foreign sounds by the phonemes of their language' (p. 446). Foreign sounds are not reanalyzed as isolated phenomena, but instead fit into the phonological system (as opposed to the phonetic system) of the borrowing language.

That the notion of phonetic approximation was insufficient to phonemicists is evident in the statement of Haugen:

Neither the speaker himself nor the linguist who studies his behavior is always certain as to just what sound in his native tongue is most nearly related to the model. Only a complete analysis of the sound system and the sequences in which sounds appear could give us grounds for predicting
which sounds a speaker would be likely to substitute in each given case. (p. 215)  

The example given by Haugen is that the Yaqui Indians reproduce Spanish estufa 'stove' as [ehtúpa] thereby substituting [h] for [s] because the normal 'allophone' of /s/ before /t/ and /k/ is [h].  

(He doesn't discuss the f/p discrepancy.) Thus as the work of Weinreich best illustrates (1953, 1957), the allophonic distribution of the phonemes in L₁ will greatly influence the manner in which the

7 I would disagree with much of this statement of Haugen's. To a certain extent a speaker of a language can predict how a foreign sound will come into his language, especially if he thoroughly understands what that sound is. How consistent this is, I'm not sure, but it is definitely something we wouldn't want to dismiss. It may well be part of the speaker's tacit knowledge of his language.

8 Rosario C. Gingras informs me that certain Caribbean dialects of Spanish contain a rule of the form:

\[ s \rightarrow h/ \quad \text{if} \quad c \neq # \]

and furthermore that in some dialects this postvocalic [h] drops out completely. Thus to consider certain English loanwords in Panamanian Spanish:

- Eng. astronaut + P.Sp. atronauta/a:tronauta
- Eng. Chase-Manhattan + P.Sp. čehmayxátəg/čeːməyxátəg
- Eng. Astoria + P.Sp. aːtoria

Whether or not the Spanish spoken in Yaqui territory (Arizona and Northern Mexico) contains such a rule is uncertain to me, although I will assume that Haugen was aware of this possibility and that it doesn't contain such a rule. In any case, the argument still remains that a presented [st] or [sk] will turn up [ht] and [hk], respectively, in Yaqui, and the reality of the process can at least be seen in the Spanish examples above.
borrowed sounds of L2 are 'phonemicized', and he makes an attempt to classify the possible types of rephonemicization (overdifferentiation, underdifferentiation, etc.). Polivanov, a Prague functionalist, sums up the phonological relevance to borrowing:

En entendant un mot inconnu étranger... nous tâchons d'y retrouver un complexe de nos représentations phonologiques, de le décomposer en des phonèmes propres à notre langue maternelle, et même en conformité de nos lois de groupement des phonèmes. (p. 80)

With this information available and with the Yaqui example in mind, Haugen should have been led to postulate that sounds are borrowed on the basis of phonemic approximation; that is, a language first finds the closest phoneme that encompasses the phonetic quality of the foreign sound, and then this foreign sound is appropriately phonemicized and subject to the phonological constraints of that phoneme's members. With this type of analysis of borrowing, Haugen could have more readily accounted for the Yaqui example in the following manner (instead of making it appear so exceptional): 1) the perceived [s] is an allophone of /s/ in Yaqui; 2) it is therefore phonemicized as /s/; 3) now that the Spanish [s] is Yaqui /s/ it is subject to the phonological rules of Yaqui and will be realized as [h] before /t/ and /k/, as in native words. Thus the lexicalized form of Spanish estufa is /estúpa/ with a phonetic realization of [ehtúpa]. This would account for why [h] was used, when I assume there was some other element appearing in that context that would have more closely approximated [s] phonetically.
3. A Hypothesis

In the foregoing discussion we dismissed the inadequate theory of phonetic approximation. It was shown that the analysis of borrowing can be fruitful only if the phonological properties of the borrowing language are taken into account. One of the few structuralists to fully recognize the significance of foreign sound perception, its phonological nature, and its role in demonstrating the reality of linguistic descriptions was Harris (1954), who wrote:

Clearly, certain behaviors of the speakers indicate perception along the lines of the distributional structure, for example, the fact that while people imitate nonlinguistic or foreign-language sounds, they repeat utterances of their own language (i.e. they reproduce the utterance by substituting, for the sounds they heard, the particular corresponding variants which they habitually pronounce . . . . There are also evidences of perception of sounds in terms of their morphophonemic memberships. (pp. 36-37)

The next question to be resolved is whether taxonomic phonemics can provide us with all of the phonological information necessary to account for lexicalization. I shall now present in the remaining sections evidence from Nupe to support my contention that it is only through the apparatus provided by generative phonology that the facts of lexicalization can be truly accounted for.

In the preceding section we rejected the impoverished theory of phonetic approximation in favor of what we termed 'phonemic approximation'. Since others working within the framework of generative phonology (esp. Halle, 1962; Chomsky, 1964; Postal, 1968) have shown the inadequacies of phonemic analysis it is not surprising to find that where the phonological processes of a language escape a
general explanation within the phonemic approach, the facts of lexicalization are also not readily explained. Let us consider a sample case. In Nupe the distribution of stridents is virtually unmanageable by phonemic theory. A rule of strident palatalization derives the appropriate 'allophones' before front vowels as shown in the rule (SR):

\[
\begin{align*}
1. & \quad \begin{bmatrix}
  s \\
  z \\
  ts \\
  dz \\
\end{bmatrix} \rightarrow \begin{bmatrix}
  \tilde{s} \\
  \tilde{z} \\
  \tilde{ts} \\
  \tilde{dz} \\
\end{bmatrix} / \{ i \} \\
& \quad \bigg/ \{ e \}
\end{align*}
\]

That is, phonemic /sɪ/ 'to buy' is realized as [sɪ] (actually, it is further palatalized by a more general palatalization rule (PR) to become [sɪyi], though I shall ignore this detail when it is not relevant to the discussion; see footnote 9). The remaining three stridents act accordingly. As expected we obtain the dental series before /u/ and /o/. The problem is that before /a/ we obtain both the dental series and the palatal series as seen in the examples:

2. [čà] 'to begin'\(^9\)

\[\text{tsà} \quad 'to choose'\]

\(^9\)Actually [čyà] would be more accurate phonetically and is crucial for phonological reasons. Whenever the predictable labialization or palatalization from LR/PR (see 25) is not crucial to the example, the unassimilated consonant will be given.

Three discrete level tones are recognized for Nupe: /á/ 'high', /ã/ 'mid' and /ã/ 'low'. These are realized identically in the surface phonetics, except for the rising tone [ã] to be dealt with below. Falling tones [ã] also occur. On the other hand, the Hausa 'high' and 'low' tones are realized differently phonetically (in a complex system of terrace level tonemics) and this accounts for many of the discrepancies between the Hausa and Nupe tones in borrowing. In the cited Hausa and Yoruba forms, the phonological tones are given.
Since we have contrastive pairs such as the above, we are forced within the phonemic approach to recognize eight phonemes: /s/, /z/, /ts/, /dz/, /s/, /ž/, /č/, and /j/. This position is speciously supported by the process of reduplication which is represented by the rule (RED):

\[
RED + C_1 \begin{bmatrix}
+\text{high} \\
+\text{round} \\
+\text{back} \\
\text{MID}
\end{bmatrix}
\]

\[
/ \quad C_1 \begin{bmatrix}
-\text{round}
\end{bmatrix}
\]

where \( C_1 = C_1 \)

That is, the reduplicated vowel is either /i/ or /u/, depending on the roundness of the stem vowel and the reduplicated syllable receives MID tone. This rule is summarized by the following reduplicated forms:

4. /gi/ 'to eat' \( \rightarrow [g\tilde{g}i] \) 'eating'
   /gē/ 'to be good' \( \rightarrow [g\tilde{g}e] \) 'being good'
   /gû/ 'to puncture' \( \rightarrow [g\tilde{g}û] \) 'puncturing'
   /gô/ 'to receive' \( \rightarrow [g\tilde{g}ô] \) 'receiving'

By this rule the normal reduplicated form for a verb of the structure /Ca/ would therefore be [CiCa]. The question is: what happens in the case of the above stridents? Is the reduplicated form of /tsâ/ 'to choose' going to be [tsîtsâ] or [čîtsâ]? It turns out that the former is the case. Since we derive [čîčâ] 'beginning' from /čâ/ 'to begin' we find [ts] and [č] contrasting also before /i/. For this reason, according to the phonemicist's approach, we have another
argument for recognizing an underlying dental series and an under-
lying palatal series of stridents. Similar to the example just given
we find that /sá/ 'to cut' reduplicates as [sísá]. Since /sí/ re-
duplicates as [sísí], both /s/ and /š/ must be posited in a phonemic
inventory.

Turning now to the problem of lexicalization, how should we expect the sequence [si] to be assimilated into Nupe? We have
just recognized above (assuming the phonemic analysis just proposed)
both a phoneme /s/ and a phoneme /š/. On the basis of phonemic ap-
proximation (and phonetic approximation as well) we would predict
that a foreign sequence [si] will be analyzed as [si] in Nupe. This
does not however turn out to be so. The normal (apparently excep-
tionless) nativized version of foreign [si] is [ši] (or, once again,
more accurately: [ší]). Thus we observe the manner in which Yoruba
'sixpence' (which Yoruba borrowed from the English word 'six') comes
into Nupe:

5. Yoruba sísí + Nupe šísí

A Nupe who speaks Yoruba (or any other appropriate language) with a
Nupe accent will reproduce the [si] sequences of that language as
[ši] and the [se] sequences as [še]. Yet the sequence [si] appears
in Nupe as in the form \[\text{\textipa{s\textipa{i}\textipa{n}}}\] 'cutting'. Thus the theory of phonemic approximation is equally invalid.\(^\text{10}\)

In the references cited above, the autonomous phoneme was shown to be a highly questionable unit. In these writings it is dismissed in favor of a more abstract 'morphophoneme' or 'systematic phoneme' which by means of phonological rules is mapped into the phonetic forms of the language. Is it then to be expected that lexicalization takes place on the level of 'systematic phonemic approximation' or by some other related process? At this point I would like to propose, as a natural tendency, the following hypothesis:

6. FOREIGN SOUNDS ARE PERCEIVED IN TERMS OF UNDERLYING FORMS.

As such, they are subject to the phonological constraints of the system—unless the foreign word is to be singled out as an exception (i.e. \([\text{+foreign}]\)) and not subject to these constraints. (It is interesting to note that in Nupe most borrowed forms are reinterpreted as non-exceptional Nupe formatives.) Thus a candidate for 'new lexical item' 1) satisfies the MSC's of that language; and 2) has a surface phonetic manifestation that is in accord with the phonological rules of the language.

\(^{10}\) Some might argue that this observation is only natural because \([\text{s}i]\) occurs only in RED in Nupe. However anyone who tries to use this as a counterargument is in agreement with my position—which is: in order to tell what the lexicalized form will be, we must refer to the borrowing language's phonological properties, and not to its speakers phonetic habits. A Nupe can pronounce \([\text{s}i]\), but only under certain phonological conditions. A phonetic or phonemic analysis fails to perceive this.
Thus if we take a second look at the strident situation in Nupe as proposed in Hyman (1970, forthcoming), all cases of palatal stridents + [a] (e.g. [ča]) are reanalyzed as dental stridents + /ɛ/ (e.g. /tsɛ/). That is, we propose an abstract entity /ɛ/ that is however realized phonetically as [a] after it has allowed /s/, for example, to palatalize (by means of SR) to [ʃ], and then further palatalize (by means of PR) to [ʃv]. Similarly, /tsɛ/ 'to choose' is realized as [ča] (or [čvą] in more detailed phonetics), and so forth. By recognizing /ɛ/ (and there are other arguments) we are able to account for all palatal stridents as derived from the underlying dental series. Reduplication also represents no problem for generative phonology, since in order to obtain the form [tsitsą] 'choosing' or the form [sisą] 'cutting' we have only to order the strident rule (SR) before RED. Reduplication will then create new sequences of dental strident + [i], but the strident rule will no longer be operative. The complete derivations for 'beginning' and 'choosing' will therefore look something like:

7. /tsɛ/ → čɛ → ččɛ → čvčvč → [čvčvą]
   SR  RED  PR  ε→a
   /tsą/ → tsą → tsitsą → [tsvčtsą]
   SR  RED  PR

It is only by recognizing a deeper level than the autonomous phonemic level and by conceptualizing the phonological component as a system of rules relating abstract underlying forms to
surface phonetic realizations that borrowing can be coherently handled. Thus, to return to our example (of which there are many more), in the case of Yoruba [sísì] we hypothesize that the Nupes interpret this foreign word as an underlying form—that is, as /sísì/, and then all of the phonological rules are applicable. In other words, a word or formative when borrowed becomes part of the lexicon with a phonological representation which is subject to the morpheme structure conditions and then all of the phonological rules. These new words then consist of phonological strings which are composed of underlying phonological segments already in the language, and not new phonological segments or segments which may be closer to the phonetic output in all cases. (Note how important it is for lexicalization that these two levels, the systematic phonemic and the systematic phonetic, be expressed in the same terms.) Since Yoruba 'sixpence' is 'inserted' into the lexicon (i.e. is lexicalized) at the point where the morpheme structure conditions are in effect and the phonological rules are about to apply, /sísì/ is 'created' early enough to undergo the strident rule. Any other theory would fail to account for this fact. For it is only by recognizing a set of ordered rules that this analysis is possible.

Having demonstrated 1) the phonological nature of foreign sound adaptation; and 2) the necessity of recognizing an independent level of abstract phonological representations and an ordered set of P-rules relating these abstractions to their concrete phonetic realizations, we can now demonstrate the relevance of lexicalization to
the justification of the phonological systems we construct. The 'psychological reality' of the properties postulated in a given phonology is demonstrated in two ways in lexicalization: first, certain morpheme structure conditions and phonological rules are shown to be productive in the process; second, certain rules are shown to interfere with the exact rendering of foreign material. We shall consider both kinds of evidence in the following discussion.

4. Rule Productivity

Although the concept of rule productivity has been in the literature for quite some time, it has not been adequately treated with respect to the borrowing situation. If we return to Haugen's Yaqui example, where the Spanish word estufa was lexicalized with a phonetic realization [ehtúpa], we find that the reason for this s/h discrepancy is the presence of a rule in Yaqui of the form:

\[ s + h / \text{t} / \]

whereby underlying /s/ is realized as phonetic [h] before /t/ and /k/. Thus the reality of this rule is attested to by the shape of incoming loan-words. An equivalent verification of the reality of a rule can often be obtained by an analysis of what constitutes a 'foreign accent'. As we see in 9,


Spanish [grasyas] + American [graʃes]

American English speakers, unless they are instructed or are perceptive, will have a tendency to reproduce French [mæsyf] as [mæʃə] and Spanish [grasyas] as [graʃes] because there is a rule in American
English that realizes sequences of /s/ + /y/ as [ʃ]. Thus we say [ʃuəw] and not *[ɪsjuəw] and for many Americans the phrase 'I miss you' is realized as [aymɪʃuəw].

Every morpheme structure condition and phonological rule that I have found necessary to postulate in my work on Nupe, a Kwa language of Central Nigeria, can readily be shown to be productive through borrowed forms. Thus, if we look at 10,

10. MSC: A Nupe morpheme is typically (V)CV(CV)\textsuperscript{11}

we find that because of the strict CVCV nature of the Nupe morpheme, the language must somehow deal with the numerous CC clusters in the Hausa words it has borrowed. Epenthetic vowels are created to break up the unacceptable consonant clusters. These facts are represented in 11,

11.  $\emptyset$ $\rightarrow$ i /C_\_\_C  
    $\emptyset$ $\rightarrow$ u /C_\_\_[+labial]  
    $\emptyset$ $\rightarrow$ a /C_\_\_[h]

and exemplified in 12,

12. Hausa  gâskí:yá: $\rightarrow$ Nupe  gûsikiyá 'truth'
    Hausa  fûskà $\rightarrow$ Nupe  fušikà 'face'
    Hausa  kàrkó: $\rightarrow$ Nupe  kûlîkô 'to last'
    Hausa  kâskó: $\rightarrow$ Nupe  kûshîkô 'shallow pot'
    Hausa  múlki $\rightarrow$ Nupe  múlîkî 'authority'

\textsuperscript{11}This formula ignores syllabic nasals, which possibly have a NV source (and are not too frequent). The initial vowel prefix, when occurring, is obligatorily /e/ before monosyllabic CV roots; otherwise it can also be /a/.
An epenthetic /i/ breaks up two consonants, unless the second is a labial consonant, in which case /u/ occurs. Also, if the second consonant is /h/, the epenthetic vowel is normally /a/. The fact that we find epenthetic vowels being created in the lexicalized forms can only be explained by the reality of the morpheme structure condition of 10. That is, it cannot be explained at the phonetic level for the following reasons.

First, if the process is phonetic in nature (i.e. if we assume that the Hausa words are lexicalized with consonant clusters and a P-rule inserts epenthetic vowels) then there is no explanation why we obtain [u] before labial consonants and [a] before /h/.

Sequences of [i] followed by [p], [b], [m] and [h] are seen in the following reduplicated forms:

13. /p'á/ 'to dodge' → [pip'á] 'dodging'
   /bá/ 'to be sour' → [bibá] 'being sour'
   /mi/ 'to mould' → [mimí] 'moulding'
   /há/ 'to be hanging' → [hihá] 'being hanging'

Many of these and other words have Arabic equivalents. This is because Hausa (but not Nupe) borrowed these very words directly from Arabic. The choice of vowels and tones demonstrates that these words had to be borrowed from Hausa.
If we attempted to explain the observed epenthetic vowels by reference to the phonetic form of occurring Nupe words, we would overlook the generalization that on the systematic phonemic level there are no sequences of /i/ followed by /p/, /b/, /m/, /w/ or /h/. Instead, two MSC's enumerate the possible sequences in Nupe:

\[ \begin{align*}
14. a) \\
& \begin{array}{c}
\text{[+high]} (h) \text{ [+labial]} \\
\downarrow \\
\text{[+round]} \end{array} \\
& \begin{array}{c}
\text{[+back]} \\
\downarrow \\
Vhha
\end{array} \\
& \begin{array}{c}
V \downarrow \\
a
\end{array}
\end{align*} \]

Thus the question would appear not to be 'what can a Nupe speaker pronounce?' (i.e. the question that would arise if we were to look to the phonetics for an explanation), but rather 'what is a possible underlying representation in the Nupe lexicon?'

The second argument for supposing that epenthesis is introduced as part of the lexicalization is that the 'insertion' of the appropriate vowel precedes all of the phonological rules postulated in Nupe phonology. It would be significant if we could show that the newly created syllables of CiC or CuC or Cah did not satisfy the structural description of a phonological rule, which 'original' sequences of CiC, CuC, and Cah are forced to undergo. As of now I have found no such rule; instead, consider the Nupe forms 'truth', 'face' and 'shallow pot' given in 12 above. In accordance with the phonological rules of Nupe, Hausa [s] has become Nupe [s]. Therefore the epenthetic front high vowel must be introduced into the phonological component at a stage prior to the application of SR (and PR, since it is further modified to [sY]).
The \( i \)-insertion must also precede a tone rule (see Isaac George, this volume) which I represent informally as:

\[ \text{15. } \begin{array}{c} [\text{HIGH TONE}] \to [\text{RISING TONE}] / [\text{LOW TONE}] [+\text{voice}] \\ \end{array} \]

Thus, to illustrate, we find the following:

\[ \begin{array}{l@{\quad}l} \text{16. } /\text{èdé}/ & '\text{cloth}' \to [\text{èdé}] \\
/kùlè/ & '\text{bell}' \to [kùlè] \\
\end{array} \]

BUT: \(/\text{yèkò}/ '\text{road}' \to [yèkò]

In the form for 'onion' [\( \text{ùlùbâsà} \)] from Hausa `\( \text{òlbásà} \)` we note that the high tone of Hausa has been transformed, in accordance with the tone rule just presented, into a rising tone. Other examples are numerous:

\[ \begin{array}{l@{\quad}l} \text{17. } \text{Hausa } ànì:yà & \to \text{Nupe } ànìyà '\text{determination}' \\
\text{Hausa } ðàbá:rà & \to \text{Nupe } ðàbàrà '\text{skill}' \\
\text{Hausa } ðìllà:li & \to \text{Nupe } ðìlìlì '\text{agent, broker}' \\
\text{Hausa } tålà:tà & \to \text{Nupe } tâlātə '\text{Tuesday}' \\
\text{Hausa } mùrâ:di & \to \text{Nupe } mùrādì '\text{desire}' \\
\end{array} \]

Given, then, the productivity of this tone rule on new forms coming into the language, let us take a second look at the word for 'blessing':

\[ \begin{array}{l@{\quad}l} \text{18. } \text{Hausa } ålbárkà & \to \text{Nupe } ålùbârìkà \\
\end{array} \]

Notice from the examples in 12 that the tone of the syllable created by epenthesis is a copy of the phonological tone (with few exceptions) of the preceding syllable. If it is the case that epenthesis is introduced by a P-rule, then the newly created syllable should copy
the **phonetic** tone of the preceding syllable and not the phonological tone, as here is the case. Given the suggestion that the borrowed forms have been lexicalized in keeping with the MSC's of Nupe, the phonetic tone realizations can be easily explained. The underlying form for 'blessing' is /ålùbárikà/ and the tone rule changes the first high tone to a rising tone. In order to account for the tone on the newly created epenthetic vowel, we must postulate that tone is assigned prior to this tone rule. Thus we have one more rule that must follow epenthesis.

We have thus seen through borrowing the productivity of three morpheme structure conditions (represented in 10 and 14.a, b) and the tone rule represented in 15. It is important to bear in mind, however, that although I make constant reference to attested borrowed forms, all of the processes illustrated are still productive and are observable in situations where Nupes speak a foreign language with a 'Nupe accent'. Thus it is not the case that a handful of borrowed words suffice in themselves to motivate the claims made in this paper, but rather these borrowed cases should be seen as an institutionalized reflex of a more general on-going process, that of perceiving and reproducing foreign sounds and sequences. In other words, both the borrowed words which have been lexicalized and have become part of the Nupe language, and the way Nupes 'repeat' non-Nupe words provide verification of the reality of both the morpheme structure conditions and the phonological rules in a grammar.
As a final illustration of the reality of phonological rules, let us recapitulate the argument put forth in Hyman (forthcoming, 1970). In that discussion /ɔ/ and /ɛ/ were justified on a number of grounds, despite the fact that neither occurs phonetically in the language. After /ɔ/ has labialized the consonant that precedes it, in accordance with the general labialization rule (LR) of Nupe, and after /ɛ/ has palatalized the preceding consonant in accordance with SR and PR (the latter of which collapses with LR to form a general assimilation rule, LR/PR, see 26), /ɔ/ and /ɛ/ merge with /a/ as they surface as [a], by the 'absolute neutralization' (AN) rule:

19. [+low] → [+back, -round]

Thus, to consider three verbs whose underlying vowels contrast, but whose surface vowels are realized identically, we see the following derivations:

20. /tsɔ́/ → tsɔ́ → [tsɔ́] 'to watch'
    /tsɛ́/ → ɛ́ → ɛ́ → [ɛ́] 'to begin'
    /tsa/ → tsa → [tsa] 'to choose'

SR    LR/PR    AN

It is because of the absolute neutralization rule (AN), according to my claim, that when Nupes speak Yoruba (which has [ɔ] and [ɛ]), with a Nupe accent, they replace [Cɔ] with [C₉a] and [Cɛ] with [C₉ɛ]. It is thus as a result of this process that numerous consistent loanwords can be cited in their lexicalized form:
Thus, according to this argument, not only are SR, PR and LR productive in lexicalization, but so is AN.

5. Rule Interference

In the Haugen example, the American English example and the Nupe examples in 5, 12, 17 and 21, we found that the phonetic shape of the foreign sound was identical to the distinctive feature content of the underlying form in the borrowing language. Thus in 5 Yoruba phonetic [sisi] is identical to Nupe underlying /sisi/, and it is because of this identity that the borrowed sound is made to undergo the phonological rules of the interpreting language. An important question one might raise is: what happens if the borrowed sound is identical not to an underlying segment in the borrowing language, but to a derived one? In 22,

22. Hausa ƙiwâ:zi + Nupe ƙi:wâ:zi 'boasting'
Hausa ƙu:zi + Nupe ƙi:zi 'anger'
Hausa nú:ná:ţúncî + Nupe nú:ná:ţúncî 'hypocrisy'
Hausa mà:gi:zi + Nupe mà:gi:zi 'heir'

remembering from 1 that these palatals are derived from dentals, we see that when these segments occur where they occur phonetically in Nupe, they are realized identically, and we can assume, are lexicalized with the appropriate underlying representations, seen in 23:
Consider, however, the examples in 24,

24. Hausa šù: gàbá → Nupe šigàbà 'leader'
   Hausa ŋàmmà'àa → Nupe jìmà 'Friday'

where the segments [š] and [ʒ] occur in Hausa in environments where they wouldn't be found in Nupe. Since the forms of 25

25. *šù: gàbà    *dzùmà

are possible Nupe words, one must ask why the consonant remained as in Hausa with the vowel altered, rather than the vowel remaining with the consonant altered, as in 25. It must mean that the palatalization of the initial sound has caused the Nupe speaker to perceive the vowel [u] as [i], the corresponding front vowel that would make palatalization possible. Nupe possesses two assimilation rules. The first, SR, was presented in 1. The second is a more general assimilation rule, taking the form:

26. [+cons] → [+high] [around] / [back] [round] [back]

Thus this rule (LR/PR) expresses the following information:

27. /g̬i/ → [ŋ'î] 'to eat'
    /g̬ø/ → [ŋ'ø] 'to be good'
/g\u201au/ → \([t\,\check{\acute{\i}}]\) 'to puncture'
/g\u201a\u201e/ → \([t\,\check{\grave{\i}}]\) 'to receive'

AND: /t\u201e\u201f/ → \([t\,\check{\acute{\i}}]\) 'to be mild'
/t\u2015/ → \([t\,\check{\grave{\i}}]\) 'to trim'

BUT: /\u201a\u2013\u2010/ → \([\u2013\u2010]\) 'to separate'
/\u2016\u201f/ → \([\u201f]\) 'to tell'

(no assimilation)

Similar to the manner in which Hausa 'leader' comes into Nupe is the treatment of the exceptional Nupe word \([g\,\check{\acute{\i}}\acute{g}\,\acute{\i}]\) 'fifteen'. Since this isolated word must be marked as an exception to the phonological rules of Nupe, it is equivalent to a foreign word that would have to be marked [+foreign], as say, the native Hausa pronunciation of 'leader' with initial \([\check{\acute{\i}}\u2015]\) would be, were it to come into Nupe as such. Neither exception is tolerated in Nupe. The exceptional word for 'fifteen' derives from a compound consisting of \([g\,\check{\acute{\i}}\check{\acute{\i}}]\) 'ten' plus another morpheme ending in \([\check{\acute{\i}}\acute{g}\,\acute{\i}]\), which for some reason we cannot recover. Note that this morpheme also has an alternate in free variation:

20. \([g\,\check{\acute{\i}}\acute{g}\,\acute{\i}]\) → \([g\,\check{\acute{\i}}\check{\acute{\i}}]\)

We would thus represent the regularized variant as \(/g\check{\acute{\i}}\check{\acute{\i}}/\) and the labialization would be automatically obtained from LR. Just as Hausa \(\check{\acute{\i}}\u2015\check{\acute{\i}}\u2015\check{\acute{\i}}\u2015\check{\acute{\i}}\) is not in keeping with SR (and PR), the exceptional Nupe word for 'fifteen' is an exception to LR. In both cases we find that the vowel changes to agree with the preceding non-vowel. The
exceptional form [g'wiki] is not regularized as *[g'ggi]. Instead it is the labialization that apparently causes the [e] to be perceived as [o]. Corresponding to the data of 'leader' and 'fifteen', then, if a Nupe were to say the Hausa word ḥk'wį:yá 'goat' with a Nupe accent (or, equivalently, borrow and lexicalize it), one can predict that it would come out as underlying /ak'ụyá/ with a phonetic realization of [ak'wụyá]. Thus the labialization of the preceding consonant causes the following [i] to be realized as [u], just as the palatalization in the case of 'leader' caused the [u] to be realized as [i]. Just as we do not encounter the form *[sug'ụba], we should not expect to find *[ak'iya]. In both cases the vowel changes to agree with the preceding labialized or palatalized consonant, and not vice-versa.

The question immediately poses itself: if the correct form of the palatalization and labialization rule is as stated above in 26, where the consonants are assimilated to the vowels, then why is it that in borrowing and in 'Nupe accents' vowels assimilate to consonants? That is, why do we obtain just the reverse of the process that we postulate? Should the assimilation rules be stated differently, or is there some simple way of accounting for this discrepancy?

Before answering this question, let us consider the question of glides in Nupe, as part of a general process of assimilation in the language. We find the following near-complementary distribution:
We do not obtain any of the following:

30. *wi  *yu
    *we  *yo

It appears from these data that in [-low] vowels an archisegment /G/ can be used to represent lexical entries. Thus,

31. /ēG/  + [ēy] 'sun'
    /ēGé/  + [ēyÉ] 'eye'
    /ēGù/  + [ēwù] 'perfume'
    /ēGó/  + [ēwó] 'money'

In each case the glide would be spelled out according to the rule:

32. [-voc]  + [<-round]  + [<-back]  + [-low]

We would still, however, need to posit /w/ and /y/ to account for:
[ēwá] 'snake' and [ēyá] 'canoe', which of course constitute a minimal pair. In order to extend this glide-spelling rule to cover [+low] vowels, we recognize the following phonological sequences:

33. yi  wu
    ye  wo
    yè  wo

Since [h] is obtained only before [a] we are able to complete the system by the addition of /ha/. Thus /h/ can be assumed to be the
only underlying glide and [w] and [y] are derived in the appropriate environments by the glide-spelling (GS) rule as in 34:

34.  \( h \rightarrow \text{[\text{\markright\text{round}}]} / \quad \text{[\text{\markright\text{back}}]} \)

This rule may ultimately be collapsed with LR/PR (cf. 26).

From 34 we observe that /h\(\partial\)/ underlies [wa] and /h\(\varepsilon\)/ underlies [ya]. The arguments for these underlying forms are similar to those presented in my justification of /C\(\partial\)/ and /C\(\varepsilon\)/ in 'How Concrete is Phonology?' First, with reference to the process of reduplication outlined in 3 and 4, we note that the reduplicated form of /w\(\varepsilon\)/ 'to want' is [w\(\varepsilon\)w\(\varepsilon\)] 'wanting' and not *[w\(\partial\)w\(\partial\)], as expected. If the underlying form is /h\(\partial\)/ and not /w\(\varepsilon\)/, as just assumed, then we can easily explain the appearance of [u] in reduplication where we would expect [i]:

35.  /h\(\partial\)/ \(\rightarrow\) w\(\partial\) \(\rightarrow\) w\(\varepsilon\)w\(\varepsilon\) \(\rightarrow\) [w\(\varepsilon\)w\(\varepsilon\)]

GS RED AN

Unless we recognize this underlying form, we will have to postulate a corrective rule to apply after RED, of the form:

36.  i \(\rightarrow\) u / w

This rule would be unnecessarily redundant and unexplanatory, since it is as a result of the M3C's that no occurrences of [w\(\varepsilon\)] (or [w\(\partial\)]) ever occur in the language (two exceptions are noted below).

The second argument is one of borrowing and lexicalization. The glide-spelling rule is productive in this process in exactly the same sense as the other rules we have dealt with. Thus (though such
together as in the above example, the glottal stop is often ignored.

Thus the actual lexicalized form of Hausa [nà?ám] among most speakers of Nupe, as well as other similar examples, is seen in 41:

41. Hausa nà?ám → Nupe nǎ 'yes' (in reply to a summons)
    Hausa bá?à → Nupe bā 'defamation'
    Hausa jàmà?à → Nupe jàmà/jàmâ 'crowd'

As a final example, Hausa contains two diphthongs which are represented as /ai/ and /au/. Some attested borrowed words are:

42. Hausa sai → Nupe sáyi 'until'
    Hausa rài → Nupe ráyi 'life'
    Hausa kài → Nupe káyi (exclamation of surprise)
    cf. Yoruba nài → Nupe náyi 'ninepence'
    Hausa bàutá: → Nupe bàwûtá 'slavery'

Thus at the morpheme structure level a glide /h/ is inserted to break up Hausa [ai] and [au]. The glide-spelling rule then derives [y] before [i] and [w] before [u]. It is from such evidence that we hypothesize (though with some certainty) that foreign [ahɔ] will be rendered as Nupe [awa] (or [ewa]), since [e] is the only initial vowel

13 There is one slight problem that we must keep in mind in dealing with these Hausa diphthongs: namely, that in many dialects of Hausa (apparently some from which other such words were borrowed into Nupe) they have become simple monophthongs, ai → e, au → o. Thus we note the following pattern:

    Hausa sàráutà → Nupe sàròtā 'kingdom'
    Hausa sàlámù áláikù → Nupe sàlámù álékù 'greetings'
    Hausa jàláù → Nupe jèmà 'rank'
    Hausa jálá:láini → Nupe jàlà:lènìi 'book on Mohammedan law'
permitted in bisyllabic words. Thus, Hausa ɓọ̀ (Nupe ɓi:ʃ) and [ahə] will be realized as [aŋə] or [aŋa]. While I have not been able to test this out experimentally except on one subject (with positive results), and since such sequences are rare—if not nonexistent—in the languages from which Nupe has borrowed, we await empirical justification of these claims. It is clear, however, that such sequences would behave differently from [aŋə], which comes into the language as such, or which simply becomes [a], as in:

43. Hausa ɓάŋədíː → Nupe ɓàɗe 'Sunday'

From the above examples we see that the glide-spelling rule is productive in such cases. The question we are now faced with is: what about those cases where the GV sequence is itself borrowed? As in the case of derived assimilated consonants (see 22 and 23), if the GV sequence is a permissible one in Nupe, the Hausa word is lexicalized with an identical surface glide realization:

44. Hausa wúriː → Nupe wűri 'an open space'
Hausa wűyáː → Nupe wűyá 'difficulty'
Hausa măsò:yíː → Nupe măsòyí 'friend'
Hausa hár → Nupe háři 'until'

But when sequences such as [wi], [we], [yu] and [yo] occur, are they lexicalized with the glide assimilating to the vowel (as would be predicted from the glide-spelling rule), or with the vowel assimilating to the glide? In order to deal with this possibility, it is not necessary to deal with foreign words coming into Nupe. There are two irregular pronouns in Nupe that are exceptions to the general
restrictions on the distribution of [w] and [y]. These are: [wi] 'him' and [wê] 'you'. Note however that they have 'regular' variants in free distribution: [wû] 'him' and [wû] 'you'. The irregular forms of these two pronouns arose, most likely, from idiosyncratic historical developments operative on old forms such as *uNi 'him' and *uCe 'you'. Three processes are involved. In the form for 'him', the nasal consonant causes the subsequent vowel to become nasalized (a general rule of Nupe phonology). It (and the C in 'you') then drop and we are left with intermediate forms *ui and *ue. The final step is for /u/ to become [w] and hence to break the general phonetic distribution of glides. The regularized forms represent still a more recent change, which can perhaps be expected to thoroughly wipe out the older forms.

The importance of the foregoing is that LR/FR (26) and GS (34) would seem to predict that the vowel determines the preceding non-vowel, and not vice-versa. We would otherwise expect that the normalizing effect of the Systemzwang should be:

45. wî → *yî
  wê → *yê
  ... → ...
  ñugábâ → *sugábâ

I have thus far been unable to discover a significant number of borrowed words violating the permissible Nupe CV sequences. One reason for this is that Bantu (with few exceptions) observes the same
Although the expected form is *[ák⁴wɔ] there are two possible sources of this discrepancy. The first is that the final vowel in the Yoruba word is often perceived as [i]. And second, there could have been contamination from the Hausa form (also borrowed from Yoruba): ákáwúi. However, we do not get forms such as *[ák⁴wàyë] or *[ák⁴wàyì]. All of these data then support the following general principle:

47. FOREIGN SEGMENTS EQUIVALENT TO NATIVE SEGMENTS DERIVED BY RULE ARE LEXICALIZED AS THE CORRESPONDING NATIVE UNDERLYING FORMS.

Then the phonological rules are applicative. By this process Hausa wúří is lexicalized as /húří/ and then the [w] is recreated so-to-speak in the phonetic [wúří]. In the Hausa word ŋúgàba, however, [ʒ] is a derived segment in Nupe. Since we have hypothesized that foreign sounds are perceived as underlying forms, a Nupe's natural tendency is to 'recreate' the underlying form that would have given us the derived [ʒ]. The Nupe speaker perceives [ʒ]. He 'reasons' that it must have satisfied the structural description of SR (see 1). But clearly the Hausa word violates this rule, since the incoming [ʒ] would have then been derived in the context /__u/. In order to remedy this impulse toward positing underlying /s/ when [ʒ] is heard, the [u] of 'leader' is modified to [i] so that SR can appropriately apply to the then newly entered underlying representation: /sìgàba/. We therefore need a second part to the above principle:
48. WHEN A FOREIGN SEGMENT APPEARS IN AN ENVIRONMENT IN WHICH THE EQUIVALENT NATIVE DERIVED SEGMENT DOES NOT APPEAR, THEN THE FORM OF THE INCOMING FOREIGN WORD IS MODIFIED SO THAT THE STRUCTURAL DESCRIPTION OF THAT RULE IS MET AND THE SEGMENT IN QUESTION IS THEN DERIVED IN THE APPROPRIATE ENVIRONMENT.

Thus, for Nupe at least, given a rule of the form,

49. \( A \rightarrow B / \_ C \)

if \([BD]\) is borrowed, where \([D]\) does not equal \([C]\), then \([D]\) is modified to \([C]\) so that the structural description of this rule is met and \([B]\) can be appropriately derived. Returning to the form for 'clerk' (see 46), then, \([w]\) is recognized as a derived segment obtained through the glide-spelling rule. One can only suggest that the tendency of the Nupe speaker is to posit underlying \(/h/\) wherever he hears \([w]\). But the relevant part of the glide-spelling rule that derives \([w]\) says:

50. \( h \rightarrow [+\text{round}] / _{-\text{back}} [+\text{round}] \)

The \([e]\) of Yoruba \( \text{@k\text{\^{o}}w\text{\text{e}}} \) does not however permit us to represent this phonetic form as underlying \( /\text{@k\text{\text{oh\text{e}}}}/\), because by means of another part of the glide-spelling rule, which says,

51. \( h \rightarrow [-\text{round}] / _{-\text{back}} [-\text{round}] \)

the derived surface form would be \( *\text{@k\text{\text{ay\text{e}}}} \). In order to obtain \([w]\) from underlying \(/h/\) it is necessary to modify the environment in the incoming word so that it correctly satisfies the structural description of the glide-spelling rule. The final vowel is thereby altered.

Thus the rule in question is shown by its interference to be real.
These principles have more general application in the language than is evident from the discussion thus far. For example, consider the related phenomena to be presented. The vowel systems of Hausa and Nupe are:

HAUSA

\[
\begin{array}{c|cc}
i: & i & u & u: \\
ai & e: & o & o: & au \\
\end{array}
\]

\[
\begin{array}{c|c|c|c}
a & a: \\
\end{array}
\]

NUPE

\[
\begin{array}{c|cc}
i & i & u \\
\tilde{u} & e & o \\
\tilde{e} & \tilde{e} & \tilde{o} \\
\tilde{a} & a \\
(a:) \\
\end{array}
\]

Short /a/ in Hausa is realized as [æ]. Thus its feature specifications will be phonetically:

\begin{align*}
52. & \; \text{[low]} \\
& \; \text{[round]} \\
& \; \text{[back]} \\
& \; \text{[nasal]}
\end{align*}

Similarly, Nupe nasalized /\tilde{a}/ is realized as [\text{ð}]. Its feature specifications will be:
53. \[ \text{low} \]
   \[ \text{-round} \]
   \[ \text{+back} \]
   \[ \text{+nasal} \]

Now note the 'normal' way (with few exceptions) for Hausa /a/ (\([\theta]\)) to be realized in Nupe:

54. Hausa dágà → Nupe dágà 'from'
    Hausa záràfí → Nupe záràfí 'wealth'
    Hausa gádó → Nupe gádó 'bed'
    Hausa gáfákà → Nupe gáfákà 'school bag'
    Hausa káfó → Nupe káfó 'horn'
    Hausa kárkó → Nupe kālikō 'to last'
    Hausa kábàrī → Nupe kābàrī 'grave'

The most common way for Hausa [ə] to come into Nupe is thus as a nasalized schwa [œ] (/ø/). Compare, however, the following:

55. Hausa wádârī: → Nupe wódârī 'length of cotton'
    Hausa wálalà:hi → Nupe wòláyí 'by God'
    Hausa wàr̩kí: → Nupe wòrikí 'loin-cloth'
    Hausa wásàlì: → Nupe wósàlì 'vowels in Arabic script'
    Hausa wásíkà → Nupe wósíkà 'letter'
    Hausa wátákí:là → Nupe wótákílà 'perhaps'
    Hausa àlkâ:wàlí: → Nupe àlikàwòlí 'promise'
    Hausa ámá:wàlí: → Nupe ámàwòlí 'part of turban'
    Hausa yàbó: → Nupe yèbò 'thankfulness'
Despite the fact that there are corresponding Nupe morphemes of the structure /C3/ and /C6/ we do not obtain in borrowed words their respective phonetic realizations [C'] and [C']. The labialization or palatalization of the preceding consonant has blocked the otherwise productive assimilation of Hausa [o] as Nupe [ɔ], just as the glide-spelling of [w] and [y] had influenced the perception of [ə] in 55. Why should this be?

\[14\] In these three forms [i] is obtained from the Hausa environment /CV: as a result of the de-emphasis of vowels in this position in Hausa.
The answer to this problem has to do with WHY we should obtain a nasalized schwa in 55 in the first place. As is seen in 58

58. $\hat{\varepsilon}$

$\begin{bmatrix}
-\text{low} \\
-\text{round} \\
+\text{back} \\
-\text{nasal}
\end{bmatrix}$

$\begin{bmatrix}
[a] \\
[o] \\
[e] \\
[\hat{\varepsilon}]
\end{bmatrix}$

$\begin{bmatrix}
+\text{low} \\
+\text{round} \\
-\text{back} \\
+\text{nasal}
\end{bmatrix}$

there are FOUR possibilities open for the nativization of foreign schwa in Nupe, each of which differs from schwa by one distinctive feature. Although nasalized schwa is obtained, most linguists I have asked felt that the 'closest' vowel to schwa among these four is $[a]$. Given the other examples and the principle cited in 48, we can explain the unexpected nasalized schwa. We obtain the nasalized schwa because of the presence of a rule of the form in 59

59. $a \rightarrow \hat{\varepsilon} / [+\text{nasal}]$

\[
\begin{array}{ccc}
A & B & C \\
\end{array}
\]

which raises underlying nasalized $/\hat{a}/$ to $[\hat{\varepsilon}]$. Looking at this rule as I have just represented it makes it clear that it is of the form in 49. A schwa is derived only in the environment of simultaneous

\[\textbf{This rule will ultimately collapse with the absolute neutralization rule (AN) in 19:}\]

\[
\begin{bmatrix}
+\text{low} \\
\langle+\text{nasal}\rangle
\end{bmatrix}
\rightarrow
\begin{bmatrix}
+\text{back} \\
-\text{round} \\
\langle-\text{low}\rangle
\end{bmatrix}
\]
nasalization. Therefore, when the derived quality is heard from Hausa without the simultaneous nasalization, it is nasalized so that the structural description of the rule is met and the schwa quality can be appropriately derived.

The reason why this process breaks down in the presence of glides, labialized or palatalized consonants is that since foreign sounds are treated in terms of underlying forms, the order of the rules affects their phonetic output. We have seen that the rule raising nasalized /ə/ to a nasalized schwa is responsible for Hausa schwa coming in as nasalized schwa. However, the glide-spelling rule, labialization rule and palatalization rules all PRECEDE the nasal raising rule. Thus, when Hausa [we] reaches the glide-spelling rule, by principle 46, the vowel must be changed to [+round] so that the glide-spelling rule appropriately derives the [w]. Therefore the schwa becomes [+round] or phonetically [o]. Since this has occurred, the schwa never gets far enough into the derivations to become nasalized. The examples in 54 come out nasalized for the sole reason that no rules in the phonology interfere with non-labialized and non-palatalized consonants. Therefore the effect of the low-level nasal raising rule is felt.

6. Summary and Conclusion

In this paper a phonological view of borrowing was supported and it was thus shown that in many respects the manner in which words are borrowed and lexicalized, or equivalently the way
people speak with foreign accents, provides justification for the 
conditions and rules we propose in a grammar. Three principles were 
proposed to account for the data of Nupe. Many of the suggestions 
as to how these processes occur, that is, how foreign items are per­
ceived by speakers, are conjecture. Certain regularities were 
presented and the hypothesis made would appear to account for what 
actually occurs. The fact is that these are not random occurrences 
and until evidence is brought forth to show that these explanations 
are not plausible, they appear not only to account for the data, but 
to explain the data as well.

Several questions and problems remain, however. One is 
that we have no idea how universal these principles may turn out to 
be. Another is that many languages are for one reason or another 
prone to borrowing words as exceptions, and do not fully nativize 
them.

The role of borrowing in the justification of phonological 
grannars is much less in doubt: one of the criteria that should be 
considered as part of the metatheory is how foreign words are bor­
rowed. Given this criterion, the transformations that occur between 
the source-word and the lexicalized-word substantiate the proposed 
morpheme structure conditions and phonological rules. In other 
words, the reality of these aspects of the phonology is attested to 
in just this way.
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