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I. Introduction

The current paper proposes a connectionist processing account of certain aspects of vowel harmony in Hungarian. The paper has two interrelated goals. First, it offers an explanatory account of the behavior of the so-called transparent vowels in that language. Second, this account relies crucially on a connectionist theory of sequential processes: thus, to the extent it succeeds, it demonstrates the utility of connectionist models as explanatory tools in the study of linguistic phenomena.

The paper is organized in the following manner: I first review some facts about the vowel harmony process in Hungarian which present difficulties to analysis. Second, I introduce the model of sequential processes developed by Jordan (1986). The core of the paper then involves a series of parametric studies, whose aim is to determine the conditions on assimilation in a network of this type. Having established what factors constrain assimilation in the sequential network, I return to the Hungarian data and show that the interaction of these same factors predicts the correct pattern of behavior for both harmonic and transparent vowels in that language.

II. Hungarian vowel harmony (I)

The Hungarian vowel system is as shown below. This is a seven-vowel system, and each vowel has a long counterpart which is phonemic. Notice that there is a round - nonround distinction among the non-low vowels, and that while /e:/ is a mid vowel, /e/ is analyzed as being low.

\[
\begin{array}{cccc}
\text{front:} & \text{rounded:} & \text{back:} \\
\text{unrounded:} & \text{rounded:} & \\
\text{i} & \ddot{u} & u \\
\text{e} & \ddot{\ddot{o}} & o \\
\text{e} & a & a \\
\end{array}
\]

Hungarian exhibits front-back harmony: in general roots contain only front or only back vowels, and suffix vowels alternate to agree in backness with those of the root. The following data, taken from Vago (1976), exemplify the harmony phenomenon. These are examples of consistent front- and back-vowel roots, followed by the dative suffix. Note that after a front root the suffix takes the form *nek*, while after a back root the same suffix is realized as *nak*.

(1) Front roots:
- iker ‘twin’
- tükör ‘mirror’
- iker-nek ‘twin-DAT’
- tükör-nek ‘mirror-DAT’
(2) Back roots:

Varos 'city'   Varos-nak 'city-DAT'
Kapu 'gate'    Kapu-nak 'gate-DAT'

There are a number of exceptions to the pattern of consistent harmony within roots. The most important exception, which I will concentrate on in this paper, involves the class of non-low front unrounded vowels (/i/, /i:/, /e:/, and on some accounts /ɛ:/). As the following examples demonstrate, these can also appear in the same root as a back vowel, and if they do, the back vowel of the root determines the backness quality of the suffix vowel, while the front vowel is ignored. This set of front vowels is commonly referred to as being transparent to the vowel harmony process, in the terminology introduced by Clements (1980).

(3) Bika 'bull'   Bika-nak 'bull-DAT'
Izom 'tendon'   Izom-nak 'tendon-DAT'

(4) Kocsi 'carriage' Kocsi-nak 'carriage-DAT'
Taxi         Taxi-nak 'taxi-DAT'

Note, however, that in certain environments these same vowels lose their transparent status, which is to say they do determine the backness value of the suffix vowel. This is the case if the root contains only front vowels, as in (1), or if the root ends in a sequence of such vowels, as in the (borrowed) forms shown below.

(5) Aspirin       Aspirin-nak
* Aspirin-nak
Bronkitis       Bronkitis-nak
* Bronkitis-nak

The problem, then, is that an identical vowel may behave harmonically in one environment, while violating harmony in another. This complication has often been dealt with in the literature by positing a number of different sources for the segment in question, and allowing the harmonic-transparent distinction to follow from this (Clements 1980, van der Hulst 1985, Ringen 1988, among others). One drawback to such an approach is that there is no reason to establish these differences in derivational source except to distinguish between harmonic and non-harmonic behavior: there is no other behavior in the phonology of the language that motivates it. A preferable account would be one in which these differences in behavior follow from general conditions on the model. In what follows I will use a connectionist model of assimilation to suggest one such account.

III. An account of sequential process in the connectionist framework

The account that is being developed here relies on the theory of sequential processes developed by Michael Jordan. Jordan 1986 describes an interesting series of models of coarticulation effects, using a recurrent connectionist network which
learns to produce an ordered sequence of output patterns in response to a given input. The network is illustrated in Diagram I.

**DIAGRAM I**

![Diagram](image)

(Jordan 1986)

These models involve at least three layers of processing units: input, internal (or hidden), and output. Activation passes from the input to the output along weighted connections.

Input to the model consists of two parts. The first, labeled the *plan*, is an arbitrary vector that triggers the production of a given sequence. In addition, the *state* of the system (that is, the current output) is fed back over fixed connections and constitutes part of the input at the next cycle. This serves as a temporal context and aids the system in learning what part of the sequence is the next to be produced.

Learning is accomplished through the Back Propagation of Error algorithm. After each input is presented, the output that results is compared to the desired output, or *teacher*, and the discrepancy between the two is computed. This discrepancy is the *error* on that pattern. The weights on the connections are modified slightly to minimize this error. This process is repeated until some criterion of acceptability is reached.

In the simulations to be discussed here, as in Jordan's coarticulation model, output at any given time consists of a single phoneme represented by a vector corresponding to a distinctive feature description. A word or other longer sequence is represented over time as a string of phonemes on successive output cycles. Thus we can take each of the output units in the diagram above to represent a distinctive feature of a phoneme. An activation value of 1 on that unit represents [+ F], while
an activation of 0 stands for [- F]. The example below illustrates one such output
layer, and the patterns of activity representing certain segments.

(6) back high low round

Examples: \[ i = 0100 \]
\[ a = 1010 \]

An interesting property of this network is that particular features of a phoneme
can be left unspecified for any value. The next example illustrates how such a pat-
tern is represented in the network. In this example, the segment being described is
[+ high], [- low], and [- round], but has no specification for the first feature, [back].
Hence this pattern, given here as "I", represents a segment that is ambiguous
between /i/ and /ii/. (Lack of a specified value is indicated by the asterisk.)

(7) \[ I = *100 \]

To say that a unit is "unspecified" for a value means that no error signal is prop-
agated back from that unit. Instead of learning to match a particular teacher, or
target phoneme, the feature picks up its specification from some other pattern in the
sequence.

In what follows I will use the term *assimilation* to refer to the tendency of an
unspecified output unit (hereafter a *don't care* unit) to take on a value influenced by
one of its neighbors in time. Jordan shows that outputs tend to follow as smooth a
trajectory as possible: thus a don’t care unit might be expected to assimilate most
strongly to its immediate temporal predecessor. In certain cases, however, the don't
care unit ignores its immediate predecessor, and takes on a value close to that of an
earlier pattern in the sequence. The question, then, is what factors determine the
source of assimilatory influence. Note that this is exactly the problem in the Hun-
garian data, as well.

IV. Conditions on assimilation in the sequential network

The following set of simulations is aimed at answering this question. These
simulations were designed to test the hypothesis that the similarity between vowels
(in a sense which will be made precise below) is a crucial factor in determining the
choice of assimilatory trigger.³

a. Stimuli were output sequences as in the example below.

(8)

\[
\begin{align*}
A & \quad 0100010 \\
B & \quad 1011101 \\
C & \quad *100010
\end{align*}
\]

Each output was a seven-bit distributed pattern, and for each plan the network
learned to produce a three-pattern sequence. Members of the sequence will be
referred to as A, B, and C. In each sequence the first two patterns (A and B) are
specified for all seven units, while the third (C) has one don’t care unit, in initial position in the string. A and B have opposing values on this first unit.

Sets of patterns were devised in which the final two lines (B and C) were held constant with a certain number of units in common. This measure of "units in common" is referred to as the "hamming distance" between B and C and is a measure of vector similarity. The first line in the sequence (line A) was varied in similarity to the other two by manipulating the hamming distance between them. This was done in the following way. The pattern given above was the first 3-line sequence in one such set. Here B and C have opposing values on the last six bits, while A and C are identical. In the second sequence of this set (example 9), B and C remain unchanged, while A is varied to differ from C on one unit. In the third sequence (given in 10), A and C differ on two units.

(9)  
A  0 0 0 0 1 0  
B  1 0 1 1 1 0 1  
C  * 1 0 0 0 1 0  

(10)  
A  0 0 1 0 0 1 0  
B  1 0 1 1 1 0 1  
C  * 1 0 0 0 1 0  

This process was repeated, steadily decreasing the similarity between A and C until the set consisted of seven 3-line sequences. Note that by similarity I am speaking of hamming distance, a measure of overall vector similarity, and not simply the presence of similar values on any single unit.

b. Training

These sequences served as teaching output to the network described above. This network was trained on each sequence for 2000 iterations, where an iteration is one presentation of one pattern. In learning to produce the sequences, the network also assigns some value to the don’t care unit. This unit is expected to simply maintain the value of the previous pattern; the goal of these simulations is to determine under what conditions the don’t care unit reverts to the value of the first pattern instead. After 2000 iterations, the training was stopped and the actual output was examined to determine the value taken on by the don’t care unit.

c. Results

Results from the first set of simulations show that although the default case is for a don’t care unit to maintain the value of the previous output, this previous output is less likely to influence assimilation if it forms a part of a pattern that is strongly dissimilar to the target pattern. In addition, if the pattern two time steps back is strongly similar to the target, the don’t care unit will take a value influenced by the corresponding unit in that pattern instead.

These results are given in Graph I, which should be read as follows. Distance along the x-axis measures the similarity between patterns A and C - that is, between the first and third line of each sequence. Column headings refer to sequence in this
set, where (i) is the sequence in which pattern A is identical to pattern C (ie, example 8), (ii) is the sequence in which A and C differ on one unit (example 9), up to (vii), in which A and C are completely dissimilar.

![Graph I](image)

The row headings on the y-axis give the activation level taken on by the don't care unit after 2000 iterations of learning. On this axis the value for the corresponding unit in B is 1, while the value of that unit in A is 0. Thus the don't care unit will take on a value close to 1 when it is most influenced by B, the immediately preceding output. When the output two time-steps back exerts the most influence, the don't care unit will take on a value close to 0.

In the graph, note in the final three columns that over a number of trials, the don't care unit takes on a value of .8 or higher. This is consistent with the interpretation that in these simulations, pattern C has assimilated to B, its immediate temporal predecessor, as might be expected. These are also the sequences in which A is strongly dissimilar to pattern C.
In contrast, the values in (i) and (ii) are much closer to 0, and none is above 0.4. This suggests that when A is markedly similar to C, it is A that exerts the most influence on the assimilation. In the intermediate cases, (iii) and (iv), A is no longer identical or nearly identical to C, yet it is still more similar than is B, the intervening pattern. The conflict between proximity and weakened pattern similarity results in variability in the output, with the don’t care unit taking on a range of values depending on initial random conditions.

These results are typical of a pattern which emerged over a number of pattern sets. Graph II gives the results from a second set of sequences, in which B was held constant at a hamming distance of 5 units from C, and A was varied as before. The only difference between the simulations reported above and this set is that B, the second pattern in the sequence, is here slightly more similar to C, the target.
In this set, the same pattern of results emerges. When A and C are identical, or nearly so, the don't care unit in C takes on a value at the low end of the scale (i, ii). This is the value of the corresponding unit in pattern A. As A becomes increasingly more distinct from C, the resulting values on the don't care unit vary apparently randomly. When A and B are equally similar to C, or if B is more similar to C than is A, the value on the don't care unit is at the high end of the scale, reflecting the influence of pattern B.

Notice also in this graph that there is an eighth column, where all values are clustered near 1, indicating that B was the most influential. This is the output from what will be referred to as the identity condition, where A and B are not only equal in hamming distance from C, but are identical. This result shows that when the two potential trigger patterns are identical or nearly so, the target pattern assimilates to the second of the two in all cases. This is not surprising, given the model. A basic property of these networks is that similar inputs produce similar outputs. Since temporal context is treated here as part of the input, patterns learned in very similar temporal contexts are expected to exhibit very similar behavior.

These simulations were repeated under a number of conditions, with the hamming distance between B and C progressively decreased. The same pattern of results continued to appear, although in an increasingly attenuated form. Consistently, the influence of the second pattern of a sequence is strongest when the first and the third are least similar.

V. Hungarian vowel harmony (II)

This pattern of results shows that in a processor of this sort the similarity structure of output strings across time influences assimilatory behavior. Returning to the Hungarian data, let us consider how the facts of the transparent vowels of that language agree with the behavior of the sequential network.

Here I modeled the behavior of a series of Hungarian words in the same assimilation task. In this case the output sequences were not arbitrary bit strings chosen only for their similarity structure, but vectors corresponding to distinctive feature representations of phonemes. The features used to represent the vowels were front, low, high, and round. In order to be consistent with the earlier simulations, these were expanded to seven-bit patterns by repeating the last three bits of each string.

(11) Vowel Code:

\[
\begin{align*}
i & : 1010010 \\
e & : 1000000 \\
e & : 1100100 \\
u & : 1011011 \\
ö & : 1001001 \\
u & : 0011011 \\
o & : 0001001 \\
a & : 0100100
\end{align*}
\]
Words being modeled were represented only by their vowels. Each sequence consisted of vectors representing two or more root vowels specified for all features, and a third which represented the vowel of the dative suffix. This was given as a low unrounded vowel unspecified for [front]. As before, lack of specification equated with a don’t care condition on the relevant unit.

(12) iker - nek

\[
\begin{array}{cccc}
  i & 1 & 0 & 1 \\
  e: & 1 & 0 & 0 \\
  e & * & 1 & 0 \\
\end{array}
\]

Each pattern was learned separately, as before, for 2000 iterations. At this point the underspecified vowel had taken on a value for [front] influenced either by its immediate predecessor, or by an earlier member of the sequence.

To summarize the results of the earlier simulations, a don’t care unit will generally maintain the value on the corresponding unit in the previous output. However, if the immediate predecessor is very dissimilar to the target, it is less likely to trigger assimilation. If the antepenultimate member of the sequence shows a strong similarity to the target, it instead will be chosen as the trigger, and the penultimate member will be ignored. Furthermore, the similarity between the two potential triggers plays a role. If these two are identical, or markedly similar, the target will assimilate to the second of the two in all cases. The current simulations look at how these results explain the real language data.

In the data presented below, the teacher output is given first, followed by the actual output of the network after 2000 iterations of training. The unspecified unit in the teacher is represented with an asterisk (*), and the corresponding output is given in boldface.

For the harmonic roots, both potential triggers have the same value for [front]. This value is straightforwardly maintained onto the don’t care unit as a result of the smoothness constraint.

(13) iker - nek

\[
\begin{array}{ccccccccc}
  i & 1 & 0 & 1 & 0 & 1 & 0 \\
  e: & 1 & 0 & 0 & 1 & 0 & 0 \\
  e & * & 1 & 0 & 0 & 1 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
  0.950 & 0.047 & 0.880 & 0.037 & 0.118 & 0.869 & 0.044 \\
  0.966 & 0.239 & 0.113 & 0.034 & 0.880 & 0.129 & 0.044 \\
  \bf{0.959} & 0.767 & 0.062 & 0.029 & 0.958 & 0.043 & 0.020 \\
\end{array}
\]
(14) kapu - nak

a 0 1 0 0 1 0 0  
u 0 0 1 1 0 1 1  
a  * 1 0 0 1 0 0

0.020 0.888 0.109 0.102 0.870 0.104 0.102
0.048 0.197 0.813 0.789 0.220 0.807 0.808
0.038 0.908 0.076 0.133 0.897 0.105 0.109

In the mixed roots, the examples all contain a high front vowel in one syllable and a back vowel elsewhere. In these examples, the vectors representing both the suffix vowel and the back root vowel differ significantly from the root vowel [i]. Thus it is expected that even when [i] immediately precedes the underspecified vowel, it will exert little assimilatory influence. In addition, the first pattern in the string is strongly similar to the target and so is expected to have a strong influence. This is in fact the case, both in the simulation and in the real language data.

(15) taxi - nak

a 0 1 0 0 1 0 0  
i 1 0 1 0 0 1 0  
a  * 1 0 0 1 0 0

0.094 0.930 0.074 0.034 0.922 0.066 0.025
0.865 0.130 0.864 0.034 0.144 0.877 0.052
0.115 0.920 0.076 0.028 0.916 0.073 0.020

(16) izom - nak

i 1 0 1 0 0 1 0  
o 0 0 0 1 0 0 1  
a  * 1 0 0 1 0 0

0.917 0.084 0.894 0.064 0.087 0.891 0.073
0.098 0.122 0.076 0.840 0.109 0.061 0.855
0.172 0.828 0.090 0.165 0.839 0.100 0.140

However, the situation changes when the root contains a sequence of non-low front vowels. In these examples the target is preceded by a sequence of identical vectors. Here the identity of temporal context is the strongest factor, and the don’t care unit is expected to assume the value of its immediate predecessor. Again, this behavior parallels the Hungarian facts.
(17) bronkitis - nek

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>o</td>
<td>0.149</td>
<td>0.098</td>
<td>0.126</td>
<td>0.852</td>
<td>0.098</td>
<td>0.125</td>
<td>0.845</td>
</tr>
<tr>
<td>i</td>
<td>0.888</td>
<td>0.045</td>
<td>0.888</td>
<td>0.098</td>
<td>0.064</td>
<td>0.890</td>
<td>0.112</td>
</tr>
<tr>
<td>e</td>
<td>0.918</td>
<td>0.190</td>
<td>0.817</td>
<td>0.044</td>
<td>0.206</td>
<td>0.833</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td><strong>0.808</strong></td>
<td>0.607</td>
<td>0.369</td>
<td>0.076</td>
<td>0.589</td>
<td>0.373</td>
<td>0.061</td>
</tr>
</tbody>
</table>

(18) analizis - nek

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.036</td>
<td>0.993</td>
<td>0.007</td>
<td>0.011</td>
<td>0.989</td>
<td>0.011</td>
<td>0.040</td>
</tr>
<tr>
<td>a</td>
<td>0.242</td>
<td>0.762</td>
<td>0.242</td>
<td>0.028</td>
<td>0.742</td>
<td>0.237</td>
<td>0.057</td>
</tr>
<tr>
<td>i</td>
<td>0.827</td>
<td>0.174</td>
<td>0.820</td>
<td>0.046</td>
<td>0.185</td>
<td>0.819</td>
<td>0.035</td>
</tr>
<tr>
<td>i</td>
<td>0.897</td>
<td>0.282</td>
<td>0.708</td>
<td>0.033</td>
<td>0.301</td>
<td>0.691</td>
<td>0.016</td>
</tr>
<tr>
<td>e</td>
<td><strong>0.901</strong></td>
<td>0.422</td>
<td>0.573</td>
<td>0.026</td>
<td>0.432</td>
<td>0.569</td>
<td>0.011</td>
</tr>
</tbody>
</table>

VI. Conclusion

To summarize, although the expected pattern in Hungarian is that all vowels of a word will agree in backness, certain front vowels in some environments respect this pattern, and in other environments do not. This more complex behavior is a function of both segmental identity and temporal context. Here I have suggested a processing treatment of the Hungarian facts which predicts harmonic behavior for these vowels on the basis of the overall similarity relationships among the vowels of the word.

A number of factors argue in favor of such an analysis. First, if offers a simpler and more explanatory account of Hungarian data. The vowels which exhibit transparent behavior, and the environments in which this behavior will change, must be stipulated arbitrarily under traditional accounts, while both follow automatically from the account proposed here. Second, this account makes strong claims about the existence of possible harmony patterns. As was demonstrated above, it is a general property of the sequential network that the assimilation process is sensitive to similarity in the temporal context. This predicts substantive constraints on what patterns of harmony may or may not exist. Whether these predictions can be maintained as a general principle requires further research, but available data suggest that they are correct.
Finally, although this account suggests that modifications of the autosegmental treatment of harmony are necessary, it is heavily influenced by the autosegmental notion of assimilation as the spread of a value for a particular phonetic feature. As the simulations demonstrate, a properly constrained treatment of temporal spread correctly predicts those harmonic patterns which exist in Hungarian, while failing to produce non-attested patterns. This result argues strongly in favor of the use of processing models as sources of constraint and explanation which can potentially enrich linguistic theory.

Notes

1 I am grateful to Jeff Elman, Rob Kluender, Steve Poteet, David Corina, Sanford Schane, Gary Cottrell, Ann Thyme, Errapel Mejlis-Bikandi and Kathleen Carey for useful comments and discussion.

2 In the literature it is often stated that roots ending in a sequence of high front vowels vacillate in their choice of suffix vowel. However Kontra and Ringen (1987) offer experimental evidence that an overwhelming majority of speakers accepts only front vowels with these stems, and in what follows I assume this to be an accurate statement of the facts.

3 Results reported here are from a recurrent network with two input (plan) units, seven output and consequently seven state units, and six hidden units. The learning rate in simulations was 0.1; $\mu$ (the multiplier on the recurrent connections from each state unit to itself) was 0.6, and momentum was set to 0.
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