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Abstract. Artificial language learning experiments typically show non-categorical 
results after training on categorical data. This is generally due to incomplete 
learning, but these results can also reveal biases. One example is that participants 
trained on a vowel harmony language with alternating and non-alternating affixes 
prefer the non-alternating affix in harmonic contexts (Finley 2021). In this paper, I 
show that (i) the preference for harmonic items in non-alternating affixes replicates 
for remote (online) data collection, and (ii) that this effect can be modeled with 
MaxEnt Harmonic Grammar. In Harmonic Grammar, the harmony score of each 
candidate determines its grammaticality, and the probability of surfacing. Because 
non-alternating affixes that satisfy vowel harmony have higher harmony scores than 
non-alternating affixes that violate harmony, harmonic candidates will be more likely 
to surface than disharmonic candidates, even when both types of items surface at 
levels greater than expected by chance. The theoretical and methodological 
implications for these results are discussed. 
Keywords. phonology; vowel harmony; artificial language learning; exceptions; rep-
lication; MaxEnt learning 

1. Introduction. Artificial language learning experiments have been a popular and fruitful meth-
od for probing the nature of linguistic representations, and how they might be learned
(Culbertson 2012; Moreton & Pater 2012). In these experiments, participants (often adults) are
presented with words from a novel, made-up language that exemplifies some property found in
natural languages. Following exposure, participants are tested on their learning and generaliza-
tion of the language. In most cases, even when participants are presented with a categorical
pattern (e.g., a pattern without variation or exception), results are rarely, if ever, categorical. This
is likely because the relatively short exposure phase (a few minutes) is enough time to learn the
pattern generally, but not enough time to respond categorically for all trials. In addition, individ-
ual differences in effort, attention, and ability yield variability in the data (Ettlinger et al. 2016).

While this variability may seem problematic, it is possible that this variation can lead to im-
portant insights into learners’ inferences about linguistic representations, and their biases. For 
example, Finley (2021) trained adult, English speakers on a categorical vowel harmony language 
with one affix that alternated in response to harmony, and another non-alternating, ‘exceptional’ 
affix. In this artificial language, CVCV stem vowels were harmonic for backness and rounding, 
and affixes either alternated with respect to vowel harmony (e.g., [me] for stems with 
front/unround vowels, and [mo] for stems with back/round vowels), or did not alternate (e.g., 
was always [go]). Participants correctly applied harmony to the affixes at rates significantly 
greater than chance (compared to 50% chance, and a no-training control condition), in a two-
alternative forced-choice task comparing an affixed form ending in [e] vs. an affixed form end-
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ing in [o]. Despite having learned the rule generally, participants were more likely to select the 
correct non-alternating affix [go] when the affix vacuously satisfied harmony (e.g., when the 
stem vowels were also back/round).  

Finley (2021) suggests that this harmony bias can be modeled with Harmonic Grammar  
(Legendre, Miyata & Smolensky 1990), where candidates are given a harmony score based on 
constraint violations. The higher the harmony score, the more likely the candidate will emerge. 
In the case of vowel harmony with exceptional non-alternating affixes (Finley 2010), harmony 
can be modeled with a high-ranked morpheme-specific constraint, a mid-ranked Agree constraint 
(Baković 2000), and a lower-ranked general faithfulness constraint (note that F is used as a 
placeholder for Back/Round features). Table 1 shows a basic Harmonic Grammar applied to the 
stimuli in Finley (2021). Note that violations of constraints are negative, meaning that the candi-
dates that violate the most, highest ranked constraints will have the lowest harmony, and will not 
be selected. For each input, there are two possible outputs, based on the two alternative, forced-
choice test in Finley (2021), between [e] and [o]. 
 Violations of ID[F]-go occur when affix /go/ changes to [ge]. Because the morpheme-
specific constraint is high ranked (a weight of 100), penalties are large. This allows for the possi-
bility of disharmony when the non-alternating affix is present. Violations of the general ID[F] 
constraint occur for both the alternating and non-alternating affixes. Because this constraint is 
lower ranked (weight of 10), harmony applies even if the underlying form changes. In this ex-
ample /e/ was arbitrarily selected as the underlying form for /me/, but the general results still 
hold for either /e/ or /o/. The issue of the underlying form for the alternating affix is discussed in 
more detail further in this paper.  

Candidates ID[F]-go 
-100

Agree[F] 
-50

ID[F] 
-10

Total  
Harmony Score 

Front Vowel Stem 
Alternating Affix 

/beme+me/ 
☞ [bememe]
[bememo] -50 -10

0 
-60

Back Vowel Stem 
Alternating Affix 

/bomo+me/
bomome
☞ bomomo

-50
-10

-50
-10

Front Vowel Stem 
Non-Alternating Affix 

/beme+go/ 
bemege 
☞ bemego

-100
-50

-10 -110
-50

Back Vowel Stem 
Non-Alternating Affix 

/bomo+go/ 
bomoge 
☞ bomogo

-100 -50 -10 -160
0 

Table 1. Harmonic Grammar analysis of training data 
The disharmonic, non-alternating form [bemego] has the lowest harmony score of all the 

winners (-50). The candidates that are both faithful and harmonic have scores of 0 (the highest 
possible), and the unfaithful winning candidate /bomo-me/ à [bomomo] has a harmony score 
close to 0. In this respect, the non-alternating form in a disharmonic context is the ‘worst’ possi-
ble winner. This could potentially explain why participants were less likely to select the correct 
item when the non-alternating affix was in a disharmonic context (even if at a rate greater than 
chance). However, this approach cannot work if participant selects the winning, highest harmony 
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candidate every time. What is needed is a probabilistic approach to selecting candidates that can 
also incorporate learning. 

Such an approach is possible with MaxEnt Harmonic Grammar (Hayes & Wilson 2008; 
Goldwater & Johnson 2003), where constraint weights are learned from the training data, and 
candidates are selected probabilistically based on the learned weights. The goal of the present 
paper is to extend the analysis of the harmony bias found in Finley (2021) using MaxEnt Har-
monic Grammar. Because such an extension relies on trusting that the data from Finley (2021) is 
robust enough to withstand replication under multiple conditions, the paper also includes a repli-
cation of the original effect. Replication research has become increasingly important in 
psychology and cognitive science (Ebersole et al. 2016; Open Science Collaboration 2015), in-
cluding experimental linguistics (Roettger & Baer-Henney 2019). Knowing that a given 
experimental finding replicates across different populations, modalities and stimuli is important 
for confirming the robustness of a reported effect. Having two sets of data to compare to the 
simulated learning results can also be useful in understanding and generalizing such results to 
human cognition. 

This paper is organized as follows. Sections 2 and 3 present the Method and Results of the 
replication study. Section 4 presents the MaxEnt Harmonic Grammar simulations. Sections 5 and 
6 provide discussion and conclusions. 

2. Experimental method.  The purpose of the experiment presented in this paper was to repli-
cate the harmony bias shown in Finley (2021). Participants who were trained on a vowel harmony 
language where one affix alternates in accordance with vowel harmony, but another affix does 
not, learned the behavior of both types of affixes, but preferred the non-alternating affixes in 
harmonic contexts.
2.1. PARTICIPANTS.  Forty-one participants were recruited to participate in this study, but 39 par-
ticipants were included for analysis. One participant was dropped because they reported that their 
native language was Samoan, which is reported to show some vowel harmony patterns (Alderete 
& Finley 2016). All other participants reported native-level competence in American English, 
and no experience with a vowel harmony language, natural or artificial. The most common sec-
ond language reported was Spanish. A second participant was excluded because they indicated in 
a post-completion survey that they did not wish their data to be included in the final analysis.  

Twelve participants indicated that they were female; all other participants indicated that they 
were male. Seven participants were recruited from the Pacific Lutheran Psychology Familiariza-
tion (PsycRes) participant pool and were compensated with course credit. All other participants 
were recruited through Amazon’s Mechanical Turk (location set to USA) and were paid $4 for 
their participation. Any participant who took longer than 45 minutes to complete the study were 
excluded from analysis, but all participants completed the task in under 40 minutes.  

2.2. DESIGN AND STIMULI.  In general, the design and stimuli were the same as the design from 
Finley (2021); participants were trained on a back/round vowel harmony pattern with one affix 
that alternated between [me] and [mo] in accordance with vowel harmony, and another affix that 
was always [go] regardless of the stem vowels. Stems containing the vowels [i] and [e] always 
ended in [me], while stems containing the vowels [o] and [u] ended in [mo]. Following training, 
a two-alternative forced choice test (described in more detail below) assessed participants’ learn-
ing; participants chose between two words that were identical except the ending (either [e] or 
[o]) that either obeyed harmony or disobeyed harmony.  
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All training and test items were presented auditorily without any orthographic representa-
tion, and participants were asked to wear headphones. The stimuli were recorded in a sound-
attenuated booth by an adult female American English speaker (different from the speaker used 
in Finley 2021). All sound editing was conducted in Praat (Boersma & Weenink 2017). Sound 
files were normalized to 70Hz, but participants could adjust the volume of the sounds as needed. 

Participants were trained on the harmony pattern via 24 sets of triads: stem, stem+me/mo, 
and stem+go. In Finley (2021), the order of the affixed form was counterbalanced across partici-
pants, where half of participants always heard the alternating affix first, and the other half heard 
the non-alternating affix first. However, because the order of presentation did not appear to affect 
results, participants were presented with the same order (alternating affix first). The consonants 
were chosen from the set [p, t, k, b, d, g, m, n], and the vowels were from the set [o, u, e, i]. Half 
of the 24 items contained front vowels in the stems, while the other half contained back vowels. 
All harmonic combinations of vowels were included, but no stems were disharmonic; disharmo-
ny only appeared when front vowel stems were combined with the non-alternating affix. 
 The set of triads was presented five times in a different randomized order for each cycle. 
This number was reduced from Finley (2021) (where items were repeated eight times) to better 
accommodate online data collection. Examples of training items are shown in Table 2. Full lists 
of stimuli, analysis code, anonymized data, and stimuli files can be found at: https://osf.io/jda32/. 

Stem Stem+me Stem+go 
Front Vowel 
Stem 

degi 
kete 
tipe 
niki 

degime 
keteme 
tipeme 
nikime 

degigo 
ketego 
tipego 
nikigo 

Back Vowel 
Stem 

bono 
doku 
tunu 
kupo 

bonomo 
dokumo 
tunumo 
kupomo 

bonogo 
dokugo 
tunugo 
kupogo 

Table 2. Examples of training items 
There were 50 items in the two alternative forced choice task, 10 each from Old, New_me, 

New_go, OldAgglut, and NewAgglut. Within these, New_me and New_go items were classified 
in terms of their stem vowels (front vs. back vowel), creating five of each of these items. Old 
items came from the training set, New items were different from the training set, but contained 
the same vowels and consonants as the items in the training set, meaning they were very similar 
to those items. Agglut (short for Agglutinative) items were items that contained both the non-
alternating ([go]) affix followed by the alternating ([me/mo]) affix. Old_go, and Agglut items 
always had front vowel (disharmonic) stems. Table 3 shows examples of test items used in the 
experiment. Note that the ‘correct’ item could be disharmonic in the case of the non-alternating 
affix. 

https://osf.io/jda32/
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Item Type Harmonic Disharmonic 
Old_go degige 

ketege 
degigo 
ketego 

Old_me kupomo 
degime 

kupome 
degimo 

New_meF dimime 
kipeme 

dimimo 
kipemo 

New_meB nodomo 
gutomo 

nodome 
gutome 

New_goF pemime 
nepeme 

pemimo 
nepemo 

New_goB gutogo 
modugo 

gutoge 
moduge 

Old_Agglut bemigomo bemigome 
kinegomo kinegome 

New_Agglut kipegomo 
minegomo 

kipegome 
minegome 

Table 3. Examples of test items 

2.3. PROCEDURE.  The online study was run using the FindingFive experiment design platform 
(FindingFive Team 2019). The experiment started with a sound-check stimuli file ([udvu]) in a 
different voice than the experimental stimuli. Participants were asked to adjust the volume on the 
computer and headphones as needed to properly hear the sound files. After participants complet-
ed a basic demographic survey, they were given instructions for the training phase of the study. 
Participants were told to listen to each sound file once, and then click the ‘Continue’ button in 
the browser to hear the next set of words. 

After training was complete, participants were advised to take a short break, and then return 
to take the test when they were ready. The instructions in the test phase informed participants 
that on each trial, they would hear two words and their job was to select the word that most likely 
belonged to the language in the study. Participants could choose to click on two buttons ‘First’ or 
‘Second’ to indicate whether they believed the first item, or the second item was most likely to 
be correct. Upon completion of the test, participants were given a written debriefing, and a short 
completion survey that asked for feedback. Participants were also given the opportunity to opt 
out of having their data included in the analysis. A status bar at the top of the browser indicated 
participants’ progress in the study. 

3. Data analysis.  To simplify the statistical analysis, the Old and the Agglut items were not
included in the inferential statistical models, but the means and standard deviations are included
in Table 4, below.
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Figure 1. Boxplots for New_me and New_go items by stem vowel 
Participant means and aggregated results for New_Me and New_go items are displayed along-
side the box plot in Figure 1. Data from all eligible participants was included, except for items 
with a response time longer than 10s. This occurred for 42 items across thirteen participants.  

Item Type Mean Standard Deviation 
Old_go 0.65 0.48 
Old_me 0.69 0.46 
New_meF 0.62 0.49 
New_meB 0.72 0.45 
New_goF 0.59 0.49 
New_goB 0.86 0.35 
Old_Agglut 0.49 0.50 
New_Agglut 0.45 0.50 

Table 4. Overall means and standard deviation by test item type 
 The data were analyzed in R (R Core Team 2019) and R-Studio (RStudio Team 2020) using 
binomial mixed effects logistic regression models in the lme4 package (Bates et al. 2015). The 
emmeans (Lenth et al. 2019) package was used to conduct pairwise comparisons between differ-
ent test items, using Tukey corrections for multiple comparisons. The model was dummy coded, 
with New_goF items set as the baseline, to ensure that even if participants showed a harmony 
bias for the non-alternating affix, that they still selected the non-alternating affix at a rate greater 
than chance (as indicated by a significant intercept). The model included random intercepts for 
subject and items, as well as random slopes for item type by individual item. The results of the 
model showed a significant intercept (b =0.45, SE = 0.22, z = 2.05, p = 0.040), indicating that 
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participants were able to correctly select the non-alternating affix in disharmonic contexts. The 
theoretically relevant contrasts (shown in Table 5) showed significant differences between New-
goF and New_goB items, replicating the harmony bias for the non-alternating affix. There was 
also a numerical difference between New_meF and New_meB items, but this was not significant 
after corrections for multiple comparisons. This is essentially the same pattern of results found in 
Finley (2021).  

Contrast Estimate SE z ratio p value 
New_goF – New_goB -1.63 0.27 -6.01 <0.0001
New_goF – New_meF -0.10 0.23 -0.45 0.97
New_meF –New_meB -0.54 0.24 -2.29 0.10
New_goB –New_meB 0.99 0.28 3.58 0.0020 

Table 5. Summary of contrast comparisons 
To rule out the possibility that participants did not learn the harmony pattern, but simply se-

lected the back vowel for all trials, a second model was run with New_meF as the baseline. This 
model, with the same random effects structure reported above, yielded a significant intercept (b 
=0.55, SE = 0.22, z = 2.49, p = 0.013), indicating that participants did learn the harmony pattern. 
While the pattern of results of the replication generally replicates those of Finley (2021), it is 
interesting to note that the rate of correct responses to New_goF items was relatively low (0.59) 
compared to Finley (2021) (0.71). This could be due to the online data collection procedure, 
which had a shorter exposure phase, and no way to monitor participant attention. 

4. MaxEnt model.  The harmony bias shown in Finley (2021) and the replication provided in
this paper can be explained in terms of Harmonic Grammar. As discussed above, the non-
alternating affix should surface as [go] regardless of the stem vowels because faithfulness to the
non-alternating affix is ranked higher than constraints governing vowel harmony. The faithful
form of the non-alternating affix will receive higher harmony than its unfaithful form, even if it
triggers disharmony. However, the harmony score of the non-alternating affix should be higher
in a harmonic context than a disharmonic context, even if both are ‘winners’. One issue with this
explanation is that the grammar selects a single output, and generally does not compare gram-
maticality of different winning candidates. This means that if the grammar always selects the
candidate with the highest harmony, the non-alternating affix should be selected categorically,
since the training data are also categorical. However, learning models using MaxEnt Harmonic
Grammar (Hayes & Wilson 2008; Goldwater & Johnson 2003) can show non-categorical behav-
ior from categorical input, particularly if the learning weight is set low. Previous artificial
language learning studies in phonology (Strütjen et al. 2018; White 2017; Wilson 2006; Finley
2022) have been simulated with MaxEnt Harmonic Grammar. While the specific elements of
how the MaxEnt Harmonic Grammar learning algorithm works are beyond the scope of this
paper, readers are invited to see Hayes and Wilson (2008) for a review, as well as White (2017)
for more detailed descriptions of applications of the MaxEnt Grammar Tool (Hayes, Wilson &
George 2009) applied to artificial language learning.

I simulated Finley (2021) and its replication using the MaxEnt Grammar Tool (Hayes, 
Wilson & George 2009). I created a table with the different types of training and test items, and 
the constraints needed to generate the grammar. The candidates were always the two alternatives 
for the forced choice task (words ending in [e] vs. [o]). Because the violation profiles were 
identical for items with the same vowel structure (e.g., pikeme and gedime both satisfy the same 
set of constraints in this model), I only listed each type of item once, but increased the n for each 
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to reflect the number of types of items (rather than list each individual training and test item). I 
assumed that the stem vowels were faithful to the input (e.g., did not alternate to create 
harmony), and that the underlying form of the non-alternating affix was /-go/. However, because 
it was not clear whether the form for the alternating affix [me] should be unspecified (e.g., [mE], 
where no faithfulness constraints are violated for the alternating affix), a back vowel (/mo/, 
where the faithfulness constraint is violated in front vowel contexts) to match the non-alternating 
affix, or a front vowel (/me/, where the faithfulness constraint is violated in back vowel 
contexts), I ran the simulation three times, each with a different underlying form. A sample table 
assuming /me/ as the underlying form is given in Table 6. Note that the order of the constraints 
in the table does not matter, because the algorithm learns the weights based on the violation 
profile (violations are indicated with a *).  

Description Candidates n ID[F]  Agree[F] ID[F]-go 
Front Vowel Stem 
Alternating Affix 

/beme+me/ 
bememe 
bememo 

60 
* * 

Back Vowel Stem 
Alternating Affix 

/bomo+me/ 
bomome 
bomomo 60 *

* 

Front Vowel Stem 
Non-Alternating Affix 

/beme+go/ 
bemege 
bemego 60 

* * 

Back Vowel Stem 
Non-Alternating Affix 

/bomo+go/ 
bomoge 
bomogo 60 

* * *

Table 6. Examples of training data inputted into the MaxEnt Learner 
 The MaxEnt Grammar Tool also requires the user to specify parameters for μ (a proxy for 
prior constraint weight bias), and σ2 (a proxy for a learning weight, where large values allow for 
greater changes). I set μ to 0, under the assumption that participants did not know vowel harmo-
ny, and the preference for non-alternating items in harmonic items emerges after participants 
have learned that the language has vowel harmony. I set σ2 to 0.1. This value was somewhat ar-
bitrary, but previous models of artificial language learning have ranged from 0.01 (Wilson 2006) 
to 0.6 (White 2017). Setting this value too high yields categorical learning. Table 7 shows the 
learned weights of the constraints, while Table 8 shows the probability of selecting the ‘correct’ 
output, along with the mean responses for the human data from Finley (2021), and the replication 
from the present experiment. 

Agree[F] ID[F]-go ID[F] 
Unspecified /mE/ 0.97 0.97 0.97 
Underlyingly /mo/ 0.96 1.17 0.53 
Underlyingly /me/ 0.96 1.17 0.53 

Table 7. Learned weights for each constraint 
 The model with an unspecified input learned a weight of 0.97 for all three constraints. This 
weight simulated the harmony bias for the non-alternating affix (e.g., 0.73 for New_GoF and 
0.95 for New_GoB); there were no differences between New_MeF and New_meB items. The 
weights for both underlying forms (/me/ and /mo/) were identical; the morpheme-specific 
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constraint was weighted highest, followed by the harmony-inducing constraint, and the general 
ID constraint was ranked lowest. This is the general analysis that was suggested in Finley (2010).  
While both assumptions for the underlying form produced the same constraint weights, the 
predicted responses were different, based on the stem vowel features. The correct response for 
[me/mo] items was selected more often for front vowel stems when the affix was underlyingly 
front, and the correct response for [me/mo] items was selected more often for back vowel stems 
when the affix was underlyingly back. Importantly, all three underlying forms simulated the 
overall difference between New_GoF and New_GoB items.  

New_goF New-GoB New_meF New_meB 
Finley 2021 0.70 0.83 0.67 0.71 
Replication 0.59 0.86 0.62 0.72 
Unspecified /mE/ 0.73 0.95 0.73 0.73 
Underlyingly /mo/ 0.68 0.93 0.61 0.82 
Underlyingly /me/ 0.68 0.93 0.82 0.61 

Table 8. Probability of selecting correct candidate 
 The model with an underlyingly back vowel for the alternating affix appears to best 
replicate the human data, as both the replication and Finley (2021) showed a numerical trend for 
a preference for New_meB items over New_meF items. While this may indicate that learners 
assumed that the underlying form of the alternating affix was back, this interpretation should be 
taken with caution. First, the predicted trend was not significant. Second, it is possible that the 
bias for correct responses in back vowel contexts in the replication could be driven by a bias to 
select the back vowel overall, since 75% of the affixed items in the training set ended in [o] 
(50% of the alternating forms, and 100% of the non-alternating forms). It is possible that this 
trend was more pronounced in the replication due to the online format of the replication study.   

5. Discussion.  This study presented a replication of Finley (2021), where participants were
trained on a vowel harmony language with one alternating affix and another non-alternating af-
fix. In both studies, participants learned the behavior of both the alternating and non-alternating
affixes but showed a bias for the non-alternating affix in harmonic contexts. This result was sim-
ulated with MaxEnt Harmonic Grammar (Hayes and Wilson, 2008).

This paper has two major contributions. First, it replicates a previous finding using an online 
format, with a slightly different set of stimuli (e.g., a different talker). Replications are important 
for science to demonstrate the robustness of specific effects (Ebersole et al. 2016; Nosek et al. 
2015), and there is a need for more replication projects in linguistics (Kobrock & Roettger 2022). 
One issue with the present replication is that even though the stimuli were re-recorded, and the 
modality was different, the author of the study and the replication was the same, which could 
potentially introduce some unintended bias into the process.  

The artificial language learning results were successfully simulated using MaxEnt Harmonic 
Grammar. This is important because the harmony bias emerged despite training with categorical 
data. It also emerged without any exposure bias for harmony, as μ was set to 0. Previous mod-
eled learning biases using perceptual data, by manipulating either μ (Finley 2022, White 2017) or 
σ2 (Wilson 2006). In the present study, there were no set biases, and the result emerged regard-
less of the assumption about the underlying form of the alternating affixes. This supports the 
view that some learning biases can emerge from the formal properties of the grammar, as op-
posed to substantive grounding. This research opens the avenue for several lines of investigation 
about learning biases. The present study (as well as previous studies) used MaxEnt to simulate 
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human learning after participant data had already been collected. While this can be useful for 
proof of concept and to better understand the biases, it has limitations. The desired results of the 
model are already known, and the researchers could ‘tweak’ the model to find the desired result. 
Ideally, researchers should use the MaxEnt grammar tool to make predictions about participant 
behavior. Knowing that artificial language learning can be successfully simulated with MaxEnt 
grammars leaves open the possibility for using the tool to better understand the mechanisms of 
human learning, and the representational biases therein. For example, the results of the simula-
tion may be useful for understanding how learners make inferences about underlying forms. The 
simulation in the present study was run three times, each with a different underlying form for the 
non-alternating affix, with a slightly different result. Future research could explore different pos-
sibilities of assumptions about underlying representations in second or artificial language 
learning. Such research could be used to test assumptions about constraints, representations, and 
biases. 

While this study has important contributions to the cognitive science of language, there are 
some limitations that must be acknowledged. First, the comparison between front and back vow-
el stems was made over a relatively small number of items (five in each category). While Finley 
(2021) increased that number in subsequent experiments, the small number of items overall is 
still a limitation. Second, while the MaxEnt model was successful at simulating human learners 
in both the replication and original study, the MaxEnt model did not account for additional fac-
tors that might have influenced learnability. For example, all the stems satisfied harmony, which 
could have helped learners discover vowel harmony in the language, and bias learners towards 
harmony. Second, the small vowel inventory invariably meant that vowel identity was created 
across syllables, which could have also influenced learnability of the harmony bias.  

Finally, the fact that the affixed items ended in [o] on 75 percent of trials may have influ-
enced participant responses. If some participants blindly ‘probability matched’, where they 
selected [o] 75% of the time, this would lead to a bias towards back vowels, and therefore more 
correct responses for items where the stem vowel was back. Looking at individual patterns of 
results, there appear to be six patterns of behavior overall. The first (n=8) showed responses at or 
above 60% for all test items and appeared to learn both affixes. The second type (n=9) showed a 
harmony bias, where they scored at or above 60% on all items, but lower than 25% on New-GoF 
items, suggesting they selected the harmonic response for all items. The third pattern (n=9) 
showed an [o] bias, selecting [o] on the majority of trials, thereby getting the New-go items cor-
rect, but getting the New_meF items wrong. The fourth pattern (n=3) appeared to associate [o] 
with the [go] affix, but [e] with the [me]/[mo] affix, scoring high on the New-go and New_meF 
items, but poorly on New_meB items. The fifth pattern (n=2) appeared to only learn the non-
alternating affix, and then was around chance for the New_me items. The sixth pattern (n=8) 
showed no clear pattern and had average scores below 60% suggesting that they did not learn the 
patterns or were merely guessing throughout. This high number of different patterns of individu-
al learning makes it difficult to draw strong conclusions from the MaxEnt model because the 
MaxEnt learning tool only presents a single solution, thoguh this could be seen as the average of 
all types of learners. It also raises the possibility that the harmony bias emerges because high 
responses to New-goF items is consistent with many possible (though incorrect) interpretations 
of the training data. Future research should work to better integrate different learning strategies 
into understanding participant behavior and interpreting the results in a broader cognitive con-
text. 
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6. Conclusion.  I have presented a replication of the harmony bias for non-alternating affixes
first reported in Finley (2021) using online, remote data collection. The results were generally
similar to the in-person results from the original study, supporting the general robustness of this
effect. In addition, these results were simulated using MaxEnt Harmonic Grammar. The results
were relatively similar for all representations of the underlying form of the alternating affix, fur-
ther demonstrating that categorical training data can yield non-categorical results in learning, and
that learning biases can emerge without any specific bias built into the constraints or learning
weights.
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