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Missing the cues: LLLMs’ insensitivity to semantic biases in relative clause attachment

Russell Scheinberg, So Young Lee, & Ameeta Agrawal®

Abstract. We investigate whether large language models (LLMs) replicate English
speakers’ well-established preference for low attachment in relative clause (RC) am-
biguities, and how they respond when semantic cues such as world knowledge and
stereotypical associations (e.g., age or gender plausibility) conflict with this prefer-
ence. Eight commercial LLMs spanning the Claude-3/3.5 and GPT-3.5/40 families
were evaluated using structurally and semantically ambiguous stimuli, alongside
items that introduced plausibility-based biases toward either high or low attachment.
In the absence of disambiguating cues, all models showed a strong preference for low
attachment, consistent with human tendencies in ambiguous contexts (i.e. no seman-
tic bias cues). However, models varied in their sensitivity to semantic information:
newer Claude-3.5 models frequently shifted toward high attachment when the LA
interpretation was implausible, while GPT-based models rarely did so. Attachment
preferences were also affected by prompt format, suggesting that LLLMs do not con-
sistently integrate syntactic and semantic information in a stable, human-like way.
These findings highlight both convergence and divergence between LLMs and human
sentence processing, offering insight into the limits of current pretraining paradigms
in handling structural ambiguity and world knowledge.

Keywords. LLMs; Relative clause attachment ambiguity; Semantic bias; Prompt
sensitivity

1. Introduction. In 2025, large language models (LLMs) process and generate language at ‘su-
perhuman’ levels of fluency (Tedeschi et al. 2023). But just how human is their language? Af-
ter all, LLMs have fundamentally different acquisition and processing mechanisms. Moreover,
perhaps precisely because of the task-oriented performance metrics that drive commercial LLM
development to excel in the ‘benchmark race’, developers may ironically overlook many aspects
of the actual language that these models produce (Guo et al. 2024; Banerjee et al. 2024). This
raises the question of whether the superfluency exhibited by modern LLMs reflects a convergence
with human language processing patterns or a divergence from them. To begin addressing this
question, we focus on a core feature of human language, ambiguity, which is often overlooked in
LLM training (Liu et al. 2023). Specifically, in this paper, we investigate how LLMs resolve syn-
tactic ambiguity and whether their resolution strategies align with human cognitive processing.
We use relative clause (RC) attachment ambiguity as our test case.

When a RC follows a complex noun phrase (‘DP1 of DP2’) as in (1), RC attachment ambi-
guities occur.

(1) The teacher saw the classmatepp; of the toddlerpp, who was teething.
a. the classmatepp; was teething (high attachment)

b. the toddlerpp, was teething (low attachment)
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In English, we call attachment to DP1 ‘high attachment’ (HA) and attachment to DP2 ‘low at-
tachment’ (LA), reflecting their positions in the syntax tree (Figure 1).

High attachment Low attachment

DPI// ~ i of// T~

DP2 DP2

Figure 1. Syntactic Structures of DP1 Modification (left) and DP2 Modification (right) in English

One well-known finding is that English speakers typically prefer to attach the RC to DP2
(LA). This robust LA preference is often explained by the theories based on locality, such as
a “recency” or “late closure” effect, which favors linking a new modifier to the nearest eligible
noun (MacDonald et al. 1994; Carreiras & Clifton Jr 1993; Hemforth et al. 2015).

Yet this preference is not absolute. The tendnency to LA can be overridden by various prosodic,
pragmatic, or semantic factors (e.g., MacDonald et al. 1994; Gilboy et al. 1995; Acuna-Farina
et al. 2009; Hemforth et al. 2015). In particular, world knowledge can shift interpretation if LA
results in an implausible meaning. For example, in (2), it is more plausible for a baby to be teething
than a grandmother, so semantic considerations favor HA even though the locality preference
would otherwise predict LA.

(2) The teacher saw the babypp; of the grandmotherpp, who was teething.
a. the babypp; was teething (HA)
b. the grandmotherpp, was teething (LA)

Thus, even if syntactic locality would favor a LA interpretation, semantic cues and world knowl-
edge can override that syntactic attachment preferences.

How, then, do LLLMs handle such ambiguities? While human language processing is shaped
by the dynamic integration of cognitive constraints, social interaction, and embodied experience,
LLMs are trained through self-supervised learning on massive text corpora, where they derive
patterns from billions of words without explicitly modeling syntax, semantics, or real-world
knowledge as distinct components. Instead, these elements become implicitly fused within the
high-dimensional parameter space of the model, encoded in the learned weights of the neural net-
work. Because LLMs lack explicit modular representations of linguistic structures and meaning,
it remains unclear to what extent they replicate human-like processing and utilize structural and
semantic information. Thus, we aim to explore how LLMs resolve RC ambiguities, with particu-
lar attention to their ability to leverage semantic information.

2. Background.

2.1. RC ATTACHMENT PREFERENCES IN HUMANS AND PROCESSING THEORIES. RC attach-
ment has been a productive domain for investigating structural preferences in sentence compre-
hension. In constructions where a RC follows a complex noun phrase with two potential attach-
ment sites (e.g., the servant of the actress who...), both HA and LA interpretations are grammat-
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ically possible. This ambiguity provides a testing ground for identifying the factors that guide
syntactic interpretation, including parsing strategies, memory constraints, and distributional pat-
terns in the input.

Early research on English, including Frazier (1979), reported a robust preference for LA in
RC attachment. This pattern was attributed to the principle of Recency or Late Closure, a syn-
tactic parsing strategy proposed within the garden-path model of sentence processing. According
to this principle, comprehenders tend to attach new material to the most recently processed con-
stituent, thereby minimizing the number of syntactic nodes actively held in memory. This strat-
egy was argued to reduce working memory demands and facilitate incremental parsing (Frazier
1979; Rayner et al. 1983). The LA preference has been consistently replicated in English across a
range of experimental paradigms, including self-paced reading, eye-tracking, and offline interpre-
tation tasks (e.g., MacDonald et al. 1994; Rayner et al. 1983).

While Recency or Late Closure accounts for the LA preference observed in English, its gen-
eralizability across languages has been called into question. In an early study on Spanish, Cuetos
& Mitchell (1988) found a preference for high attachment, despite the surface word order of the
ambiguous construction being identical to that of English. Spanish comprehenders tended to at-
tach the RC to the first noun phrase (DP1) rather than to the more recent DP2. Subsequent cross-
linguistic studies have revealed systematic variation in attachment preferences: languages such as
English, Dutch, and Chinese generally favor LA, whereas others—including Spanish, French, and
Korean—tend to favor HA. Still other languages, such as German and Portuguese, exhibit more
variable or mixed patterns depending on structural or contextual factors (Grillo & Costa 2014;
Lee et al. 2024). These findings suggest that structural ambiguity resolution may not be fully ex-
plained by Recency or Late Closure parsing strategies alone.

Another attempt to explain cross-linguistic variation in attachment preferences is the Tun-
ing Hypothesis, which attributes these differences to distributional patterns in the input language
(Mitchell et al. 1990, 1992). According to this account, comprehenders develop parsing prefer-
ences based on the frequency with which certain structures occur in their linguistic environment.
For example, in languages where high-attaching RCs are more frequent, speakers are expected
to show a corresponding preference for HA (Gibson et al. 1996; Desmet et al. 2006). However,
frequency-based accounts alone cannot fully account for the observed variability. A growing
body of research has shown that attachment preferences are also modulated by prosodic cues
(Bergmann et al. 2008), semantic and pragmatic relationships (Gilboy et al. 1995; MacDonald
et al. 1994), and lexical biases. These findings point to a more complex, multifactorial architec-
ture for structural interpretation.

Among the additional factors that modulate attachment preferences, lexical and semantic in-
formation play a particularly important role. Numerous studies have shown that comprehenders
are sensitive not only to syntactic structure and frequency, but also to the plausibility of specific
noun-verb combinations and the thematic roles they imply. One crucial phenomenon illustrating
this sensitivity is often referred to as semantic override: if an initially preferred syntactic parse
results in an implausible interpretation (e.g., a baby driving a car), comprehenders typically revise
the structure to yield a more plausible reading (Trueswell et al. 1994; MacDonald et al. 1994). In
such cases, real-world knowledge and lexical semantics can override a default syntactic prefer-
ence.



2.2. LLMS AND SYNTACTIC AMBIGUITY. Despite their impressive abilities in natural lan-
guage understanding and generation, LLMs often display systematic gaps and divergences from
human-like processing when it comes to resolving syntactic ambiguities.

For example, several recent studies have reported a consistent LA bias in LLMs’ handling of
RC ambiguities, even for languages where human comprehenders show a HA preference (Zhou
et al. 2024; Cai et al. 2024; Lee et al. 2024). This suggests that LLMs’ internalized parsing strate-
gies — emergent from next-token prediction over massive unannotated text corpora — may fail to
fully capture the mixture of structural, semantic, and pragmatic constraints that shape human sen-
tence parsing.

Beyond attachment biases, LLMs appear less adept at performing semantic override. That
is, when an otherwise default parse yields a semantically implausible interpretation (e.g., a baby
driving a car), humans typically revise their parsing commitments, while LLMs more frequently
persist with the preferred syntactic attachment despite strong world-knowledge signals (Amouyal
et al. 2025; Lee et al. 2025).

While these initial findings have highlighted important divergences, our study contributes
to this line of research by deeply investigating the conditions under which LL.Ms align or fail to
align with human parsing behavior.

2.3. RESEARCH QUESTIONS. The evidence reviewed above highlights the complex interplay
of syntactic, semantic, and lexical factors in human attachment preferences. However, it remains
an open question whether LLMs — which are trained on vast linguistic input but lack explicit syn-
tactic representations or grounded world knowledge — exhibit similar patterns. To investigate this,
we examine how modern LLMs process English RC attachment by addressing two questions:

1. Do LLMs replicate the robust LA preference observed in English speakers?

2. When faced with implausible readings, do LLMs override their default attachment prefer-
ence to preserve semantic coherence?

Section 3 details our experimental design, including model selection, stimulus construction,
and evaluation metrics. Section 4 presents our findings, and Section 5 explores their implications
for how LLLMs handle syntactic and semantic information.

3. Experiments.

3.1. LANGUAGE MODELS. In our experiment, we evaluated a total of eight language models
from two major developers, Anthropic and OpenAl. From Anthropic, we included five models:
the three Claude-3 variants — Haiku, Sonnet, and Opus — released in early 2024, as well as the
more recent Claude-3.5 versions of Haiku and Sonnet. From OpenAl, we tested three models:
GPT-40 and its lightweight counterpart GPT-mini-4o0, both released in 2024, and the final ver-
sion of GPT-3.5-Turbo, released in early 2024. The properties of the models are summarized in
Table 1.

This model selection allows us to examine two key dimensions of model variation: version
updates and model size. Including both older and newer versions within a family (e.g., Claude-
3 vs. Claude-3.5) enables us to assess whether recent advancements — often aimed at improving
reasoning, efficiency, and generalization — also lead to more human-like sentence processing.
Comparing smaller and larger models (e.g., GPT-mini-4o0 vs. GPT-40; Haiku vs. Sonnet) further



allows us to investigate whether differences in model size influence syntactic ambiguity resolu-
tion. Together, this sampling strategy provides a principled basis for evaluating how architectural
improvements and scale impact RC attachment preferences across commercially deployed LLMs.

Model ID Short Name 2024 Release Size Category*
claude-3-haiku-20240307 Haiku-3 March 7 Medium
claude-3-opus-20240229 Opus-3 February 29  Very Large
claude-3-sonnet-20240229 Sonnet-3 February 29  Large

claude-3-5-haiku-20241022  Haiku-3.5 October 22 Medium
claude-3-5-sonnet-20241022  Sonnet-3.5 October 22 Large

gpt-3.5-turbo-0125 GPT-3.5 January 25 Large
gpt-40-mini-2024-07-18 GPT-mini-40 July 18 Medium
gpt-40-2024-11-20 GPT-40 November 20 Extremely Large

Table 1. Language Models Tested in This Study. *Size categories reflect relative model scale based on
publicly available information and comparative benchmarks. Exact parameter counts are not disclosed for
most commercial models.

3.2. STIMULI. Our stimuli manipulated one key factor, semantic congruency, and balanced
across syntactic position. Table 2 shows a representative set of our stimuli.

Pos. Bias Example Sentence

Ambiguous  The sister pp; of the bride pp, [Who became pregnant] wore a sweater.
Subj DP1 The bride pp; of the groom pp, [Wwho became pregnant] wore a sweater.
DP2 The groom pp; of the bride pp, [Who became pregnant] wore a sweater.

Ambiguous The client missed the sister pp; of the bride pp, [Who became pregnant]
Obj DPI1 The client missed the bride pp; of the groom pp, [Who became pregnant]
DP2 The client missed the groom pp; of the bride pp, [Who became pregnant]

Table 2. Example sentences for each condition. DPs and RCs in the same color are semantically
congruent, illustrating how bias is created through the interaction between DPs and RC.

First, to examine the default RC attachment preferences in LLMs, and whether world knowl-
edge can override these structural preferences, we manipulated semantic congruency with three
levels: 1) ambiguous, where the RC was equally plausible for both DPs, i1) DP1-biased, where the
RC was semantically plausible only for the first noun phrase (DP1), and iii) DP2-biased, where
the RC applied only to the second noun phrase (DP2).

Our bias conditions leveraged real-world knowledge that would make a given RC more ap-
propriate for one DP than the other (e.g., the grandmother of the baby who was getting a driver’s
license). Table 3 summarizes the bias categories used. While such biases are methodologically
useful, we recognize the potential ethical implications of this in language research .

! Bias in language models is a major ethical concern, and “de-biasing” techniques aim to mitigate problematic associ-
ations (Gallegos et al. 2024). Our use of semantic biases here serves to examine how well LLMs integrate real-world
knowledge into syntactic decisions. Nonetheless, we acknowledge the potential for inadvertently reinforcing stereo-
types and have striven to select items that minimize harmful biases.
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Bias Category Description Example

the grandmother of the baby who was

Age (n=43) RC describes an age-specific activity. getting a driver’s license

Role (n=34) RC action matches a specific role/author-  the teacher of the student who flunked
ity. the whole class

Gender (n=38) RC describes trait associated with one the uncle of the woman who was preg-
gender. nant

Logical Contra-
diction (n=10)

the doctor of the insomniac who slept

R . h 1 f DP-
C contradicts the properties of one 10 hours every day

Table 3. Bias categories affecting RC attachment.

To introduce structural variation in the stimuli, we varied the position of the complex noun
phrase (DP1 of DP2) across subject and object contexts. However, following Hemforth et al.
(2015), who found no effect of syntactic position on attachment preferences in human compre-
henders in English, we did not include position as a factor in our analysis.

3.3. PROCEDURE. We used direct prompting to test how models resolve RC attachment — whether
to DP1 or DP2. 2 Our prompt in Figure 2 contained two questions sent in a single interaction:

first, asking the model to identify the RC; and second, instructing the model to name the modified
noun (DP1 or DP2) with a single-word answer to facilitate automated response parsing. The first
question served as a validity check to ensure the model could identify the RC accurately, while

the second question elicited the attachment decision. This two-step approach allowed us to distin-
guish between misidentification of the RC (a parsing error) and a genuine attachment decision.

Example Prompt

Read the sentence, then:

1) identify the relative clause in the sentence, and

2) with one word, which noun does the relative clause modify?
Answer without commentary.

"The child of the schoolteacher who was learning to count wore a hat."

Figure 2. Example prompt with instructions to identify the RC and its referent.

The prompt format was the same for all 750 total sentences (= 125 items X 6 conditions).
We further discuss an alternative prompt design and its impact on model behavior in Section 5.3.

3.4. ANALYSIS. For every sentence, the model was instructed to (i) identify the RC and (ii)
indicate which noun (DP1 or DP2) it modified. We removed eight responses where the RC was
incorrectly identified (five included extra or missing words, three assigned the RC to an entirely

2 Unlike human experiments where subjects respond to multiple questions, each LLM query contained only a single
stimulus, eliminating priming or order effects.
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Figure 3. LA Rate in Ambiguous Condition by Model

different noun). The remaining responses were coded according to whether the RC attached high
(DP1) or low (DP2).

All analyses used logistic mixed-effects models implemented in the 1me4 package in R
(Bates et al. 2015), with the bobyga optimizer to ensure stable convergence. Post-hoc pairwise
comparisons were performed via the emmeans package, using Tukey corrections for multiple
comparisons. For ambiguous items, we coded each response as 1 for HA and 0 for LA, then fit
a model of the form outcome ~ model + (1|set). For biased items, we manipulated two fac-
tors: (i) intended bias (bias: DP1 or DP2) and (ii) the language model (mode1). Each response
was coded as 1 if the attachment matched the intended bias, and O otherwise. Our model was:
response ~ bias X model + (1|set).

Finally, we conducted a further investigation to determine whether any of the four semantic
bias types (Age, Role, Gender, Logical Contradiction) influenced attachment. We again coded
HA as 1 and LA as 0, and specified response ~ bias_type x model + (1|set). Some stimuli
belonged to multiple bias categories: for example, a boy is arguably unlikely to be a midwife
because of typical age, role and gender associated with that profession, so these results should be
regarded as exploratory.

4. Results. This section presents our findings on RC attachment in LL.Ms, focusing on three
core questions: (i) the extent to which each model exhibits a LA preference in structurally am-
biguous sentences, (ii) whether the LA preference exhibited by the models is overridden in the
presence of semantic implausibility, and (ii1) which types of semantic or lexical biases are most
likely to influence attachment decisions.

4.1. AMBIGUOUS CASES: LA PREFERENCE. Figure 3 shows the rate of LA responses by each
model when resolving syntactically ambiguous RCs. GPT-40 exhibits the strongest LA pref-
erence (98.4%), followed by GPT-40-mini (95.6%) and GPT-3.5 (89.2%), indicating a consis-

tent trend across GPT variants. Similarly, Sonnet-3 (92.0%), Opus-3 (95.6%), and Sonnet-3.5
(96.8%) display strong preferences for LA. Haiku-3 shows a moderately lower LA rate (84.3%),
while Haiku-3.5 diverges sharply from this pattern, with a substantially reduced LA rate of 56.0%.
Overall, with the exception of Haiku-3.5, all models exhibit a pronounced LA preference, sug-
gesting a general tendency to attach RCs to the most recent noun in the absence of semantic or
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Figure 4. DP1 and DP2 congruency

structural cues.

The pairwise comparisons across models with Tukey adjustments reinforce these findings.
Specifically, we observe that Haiku-3.5 diverges significantly from all other models (p < 0.0001),
and that Haiku-3 diverges significantly from two models, Sonnet-3.5 and GPT-40 (p < 0.0001).
This suggests that Haiku models follow distinct parsing trajectories. Interestingly, these are the
‘smallest’ of Anthropic’s Claude family of models; they may favor higher attachment preferences
potentially due to different training regimes.

4.2. BIASED CASES: SEMANTIC OVERRIDE EFFECTS. Next, we evaluated how models re-
sponded when plausibility cues favored a specific attachment site. In DP1-biased items, semantic
coherence requires HA, whereas in DP2-biased items, LA is preferred. Figure 4 presents each
model’s congruency rate, i.e., the percentage of responses that aligned with the semantic bias.

A striking pattern emerges in the DP2-biased condition: nearly all models show extremely
high congruency, with rates exceeding 94%, reflecting a strong preference for attaching the RC
to the nearest noun. This trend is consistent with a default LA preference. Haiku-3.5 is the pri-
mary exception, with a notably lower DP2 congruency rate (78%). Pairwise comparisons con-
firmed statistically significant differences between Haiku-3.5 and all other models in this condi-
tion (p < 0.0001).

Turning to the DP1-biased items, Haiku-3.5 again stands out, showing the highest DP1 con-
gruency rate (64.3%), followed by Sonnet-3.5 (58.4%). These two models are the newest mem-
bers of the Claude family. The earlier Claude models — Haiku-3, Sonnet-3, and Opus-3 — show
moderate DP1 congruency rates (ranging from 20-30%). In contrast, all GPT models (GPT-3.5,
GPT-40-mini, and GPT-40) exhibit strikingly low DP1 congruency rates (3.2-8.1%), indicating
that they rarely override their default LA preference even when semantic plausibility strongly fa-
vors HA. These differences may reflect distinct training regimes and architectural design choices
across model families from different developers.



DP1 Congruency Rate (HA responses)

Model Age Role Gender Contradiction
Haiku-3 36.0% 19.1% 27.6% 26.3%
Opus-3 31.0% 22.1% 38.7% 20.0%
Sonnet-3 26.7% 8.8%  26.3% 5.0%
Haiku-3.5 76.7% 56.7% 53.9% 75.0%
Sonnet-3.5 68.6% 45.6% 64.5% 35.0%
GPT-3.5 71% 6.0% 12.0% 5.0%
GPT-mini-40 0.0% 8.8%  0.0% 10.0%
GPT-40 35% 44%  3.9% 0.0%
DP2 Congruency Rate (LA responses)

Model Age Role Gender Contradiction
Haiku-3 833% 853% 84.6% 79.3%
Opus-3 87.9% 89.7% 86.3% 88.3%
Sonnet-3 89.1% 89.7% 88.2% 88.1%
Haiku-3.5 51.9% 55.7% 65.8% 45.0%
Sonnet-3.5 75.6% 833% 77.6% 78.3%
GPT-3.5 94.1% 93.1% 90.3% 93.3%
GPT-mini-40 98.1% 95.6% 97.8% 95.0%
GPT-40 96.9% 98.0% 98.7% 100.0%

Table 4. Breakdown by bias type of DP1-congruent and DP2-congruent items. DP1 is computed
using HA rates, while DP2 and ambiguous are computed using LA rates.

4.3. INFLUENCE OF BIAS TYPE. Although not the primary focus of this study, we conducted
an exploratory analysis to examine how different types of semantic bias influenced attachment
preferences across models. Bias types were categorized into four domains — Age, Role, Gender,
and Logical Contradiction — based on the plausibility cues embedded in the stimuli (see Table 3).
Table 4 reports DP1 and DP2 congruency rates by bias type.

In the DP1-biased condition, Haiku-3.5 and Sonnet-3.5 consistently showed higher HA rates.
Haiku-3.5 was significantly more sensitive to age cues than four other models, while Sonnet-3.5
differed from three (p < 0.0001). For gender-biased items, Sonnet-3.5 showed greater sensitivity
than GPT-40, Sonnet-3, and Haiku-3, with Haiku-3.5 differing significantly only from GPT-4o.
In the DP2-biased condition, Haiku-3.5 consistently showed lower congruency rates across all
categories, though these differences were not statistically significant.

Taken together, these results reveal a consistent pattern: Haiku-3.5 and Sonnet-3.5 are more
likely than other models to override LA preferences when age, gender, or role cues support HA,
while most other models show limited sensitivity to such semantic biases.

5. Discussion.

5.1. CONVERGENCE AND DIVERGENCE FROM HUMAN PROCESSING PATTERNS. Our find-
ings highlight both convergence with established human parsing preferences and divergence in
how LLMs integrate semantic cues.

Convergence emerges with respect to our first research question: whether LLMs replicate the
human preference for LA in structurally ambiguous RCs. All eight models tested show a robust
LA preference, consistent with the well-documented human tendency toward late closure in En-



glish (Frazier 1979; Rayner et al. 1983). This suggests that large-scale pretraining on naturalistic
corpora can yield syntactic behaviors aligned with those observed in English speakers.

However, the strength of this LA bias varies markedly across models. GPT-40, GPT-40-mini,
Opus-3, and Sonnet-3.5 approach near-ceiling LA rates, while Haiku-3.5 stands out as a clear
outlier with only 56% LA responses. Haiku-3 and GPT-3.5 fall into an intermediate range. These
differences suggest that while LA is the default across architectures, the strength of the prefer-
ence is model-dependent, potentially reflecting differences in training data, objectives, or induc-
tive biases across the GPT and Claude model families.

In contrast, our second research question — whether models override syntactic defaults when
semantic plausibility favors HA — reveals divergence from human behavior. Humans typically
revise their initial parse when faced with semantically implausible interpretations (MacDonald
et al. 1994; Trueswell et al. 1994). In DP1-biased items, where semantic plausibility clearly fa-
vors HA, most models nevertheless overwhelmingly produced LA responses. This is striking
given that human comprehenders typically override default syntactic preferences when the re-
sulting interpretation is implausible (MacDonald et al. 1994; Trueswell et al. 1994). The models’
tendency to persist with LA responses — even when semantic cues strongly support HA — sug-
gests a limited ability to integrate world knowledge or to revise an initial syntactic analysis. This
rigidity is especially pronounced in the GPT-family models, which showed uniformly low con-
gruency rates in DP1-biased conditions (ranging from 3.2-8.1%).

By contrast, some Claude-family models demonstrated greater flexibility. Notably, Haiku-3.5
achieved a DP1 congruency rate of 64.3%, and Sonnet-3.5 reached 58.4%, suggesting a partial
ability to override structural preferences when semantic plausibility requires it. While the ear-
lier Claude models (Haiku-3, Sonnet-3, and Opus-3) showed more moderate congruency (20—
30%), they still outperformed all GPT models. These results suggest that while some LLMs ex-
hibit human-like parsing flexibility — allowing semantic information to override default syntactic
preferences — others remain more rigidly constrained by structural recency, failing to integrate
plausibility cues effectively.

5.2. SENSITIVITY TO SPECIFIC SEMANTIC BIAS TYPES. Broadly, our findings suggest that
while some LLMs are capable of integrating semantic cues to override structural preferences,
their sensitivity varies across different types of semantic information. In particular, newer mod-
els in the Claude family (Haiku-3.5 and Sonnet-3.5) showed greater responsiveness to biases
grounded in world knowledge, such as age, gender, and role plausibility, compared to other mod-
els. However, this sensitivity was not uniform: models differed in the specific semantic dimen-
sions they appeared to track.

Our results suggest that Haiku-3.5 and Sonnet-3.5 may be especially sensitive to age-based
biases, but differ in their responsiveness to gender and role cues. These divergences may reflect
distinct “specializations” or training emphases in how semantic constraints are implicitly en-
coded. If such model-specific sensitivities are robust, they should in principle generalize across
bias conditions. However, in DP2-biased items, both the semantic bias and the models’ base-
line syntactic preference favor LA, potentially masking any effect of semantic information. The
absence of statistically significant differences in this condition may therefore reflect cue conver-
gence rather than a lack of semantic sensitivity.

It will be interesting to see whether future model versions, which are often trained on ex-
panded and refined datasets and with constantly improved training regimes, will continue to re-
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flect this clear differential sensitivity within their patterns of semantic integration.

Two-step Syntactic Prompt
A/B Prompt from Lee et al.
(2025) Read the sentence, then: 1) identify the rela-
tive clause in the sentence, and 2) with one
T saw the daughter of the word, which noun does the relative clause
woman who bought a dress. modify? Answer without commentary.
‘Who bought a dress?’ "The child of the schoolteacher who was
1. the daughter 2. the woman learning to count wore a hat.’

Figure 5. Prompt in the present study (left) and A/B prompt from (Lee et al. 2025) (right).

5.3. THE ROLE OF PROMPTING. In addition to RC attachment and semantic override, our find-
ings raise a broader question about the role of prompt design in shaping LLM behavior. In psy-
cholinguistics, considerable care is taken to ensure consistent presentation of stimuli, with the
goal of isolating specific factors that influence interpretation. Analogously, in LLM-based stud-
ies, the framing of a prompt can dramatically alter the behavior of the model, even when the un-
derlying sentence remains unchanged.

A companion study (Lee et al. 2025)° highlights this effect. Whereas the present study used
a two-step ‘“‘syntactic prompt”, asking models first to identify the RC, then to determine which
noun it modifies, Lee et al. (2025) employed a simpler "A/B" prompt that posed a direct question
about the referent of the RC (e.g., "Who bought a dress?" with labeled options; see Figure 5).

As shown in Figure 6, prompt framing had a substantial impact on attachment decisions,
particularly in semantically biased conditions. For example, Sonnet-3.5 produced HA responses
45% of the time with the syntactic prompt, but 72.6% with the A/B prompt. The effect was even
more striking for GPT-40: HA responses in DP1-biased items jumped from 4.8% (syntactic prompt)
to 74.3% (A/B prompt). These results suggest that explicitly contrasting two labeled referents en-
courages models to focus on semantic plausibility, while a syntactic framing leads them to rely
more heavily on structural cues.

What does this prompt-dependent variability tell us about how LLMs process language?
From a theoretical perspective, these findings highlight a fundamental difference between hu-
man and model-based sentence processing. Human comprehenders integrate syntactic structure
and semantic plausibility in a largely automatic and parallel fashion (Frazier 1979; Rayner et al.
1983). That is, the interpretation of an ambiguous sentence typically reflects a coordinated eval-
uation of both grammatical structure and world knowledge, regardless of how the question is
posed. LLLMs, by contrast, appear to lack a single, stable parsing mechanism. Instead, their in-
terpretation strategies are highly sensitive to the surface framing of the prompt. When the task is
presented in a way that explicitly contrasts referents (e.g., an A/B prompt), models tend to favor
semantically coherent interpretations, resulting in increased HA responses in DP1-biased items.

3 In that study, we tested earlier versions of Sonnet-3.5 (June 2025) and GPT-40 (May 2025) on a comparable set of
English RC stimuli. The stimuli were first developed in the present study and then adapted to a multilingual design
in Lee et al. (2025). While the exact items slightly differ, the structural patterns are matched, allowing meaningful
comparison.
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Sonnet 3.5 (June) GPT-40 (May)

BN Lee (2025) 100.0%g9g 49, N .89 100.0% 99.2%
1001w (this study) 96.0%

40

Attachment Percentage
Attachment Percentage

DP1 (HA) DP2 (LA) Ambiguous (LA)

DP1 (HA) DP2 (LA) Ambiguous (LA)

Figure 6. LA Rate in Ambiguous Condition by Model

However, when the prompt emphasizes syntactic analysis (e.g., identifying the RC before select-
ing the head noun), models are more likely to rely on structural heuristics such as recency, often
defaulting to LA even when it leads to implausibility.

This contrast suggests that model behavior is sometimes driven less by an integrated syntactic-
semantic parsing process and more by cue-based pattern matching shaped by prompt design.
These findings align with prior work showing that LLM outputs can be steered toward syntactic
or semantic interpretations depending on task framing (Kojima et al. 2023). While such flexibil-
ity may be advantageous in adapting to a variety of tasks, it underscores a key distinction from
human comprehension: LLMs do not consistently integrate linguistic and contextual information
unless the prompt structure is conducive to it doing so.

Overall, these results show that prompt design is not just a technical detail — it plays a cen-
tral role in shaping how LLMs interpret sentences. Small changes in how a question is phrased
can dramatically shift whether a model relies more on syntactic structure or semantic meaning.
For this reason, prompt framing must be treated as an essential part of experimental design when
evaluating how closely LLLMs approximate human sentence processing.

6. Conclusion. This study examined how LLMs resolve RC attachment ambiguities in English,
with a focus on two core questions: whether models replicate the human LA preference, and
whether they override this preference when semantic cues favor HA.

Our findings show convergence in that while most models default to LA in structurally am-
biguous cases, broadly mirroring the human late closure preference, the strength of this default
varies substantially across architectures. We found divergence in that, in the presence of semantic
bias towards DP1, GPT-family models exhibited near-ceiling LA rates, although Claude family
models, particularly Haiku-3.5 and Sonnet-3.5, showed greater flexibility to override syntactic
recency in favor of semantic coherence.

Crucially, our results highlight the central role of prompt design in shaping model behav-
ior. Small changes in task framing — such as shifting from a two-step syntactic prompt to an A/B
choice format — produced dramatic differences in attachment patterns. Unlike human comprehen-
ders, whose interpretive strategies are relatively stable across task formats, LLMs exhibit striking
prompt sensitivity, suggesting the absence of a unified parsing mechanism and a greater reliance
on surface-level cues.

Taken together, these findings underscore both the potential and the limitations of LLMs as
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models of human linguistic behavior. While some models approximate human-like structural
preferences, their ability to integrate syntactic and semantic information remains uneven and
highly context-dependent. From a scientific standpoint, this reinforces the need to treat LLMs

as experimental subjects whose interpretive mechanisms must be inferred through carefully con-
trolled behavioral probing (Griffiths et al. 2024; Ku et al. 2025). From an applied perspective, it
raises questions about which aspects of human parsing are essential for successful communica-
tion, and which may be dispensable in artificial systems.

Although this study focused on a single phenomenon — RC attachment — it illustrates a broader
challenge at the intersection of linguistics and Al: identifying which components of human lan-
guage processing are necessary for modeling, understanding, and interacting with large-scale
language technologies. As LLMs continue to evolve, linguistic theory will remain indispensable
for both diagnosing model behavior and guiding the design of cognitively and communicatively
robust systems.
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