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Stronger together: Unleashing the social impact of hate speech research

Sidney Wong*

Abstract. The advent of the internet has been both a blessing and a curse for once
marginalised communities. When used well, the internet can be used to connect and
establish communities crossing different intersections; however, it can also be used as
a tool to alienate people and communities as well as perpetuate hate, misinformation,
and disinformation especially on social media platforms. We propose steering hate
speech research and researchers away from pre-existing computational solutions and
consider social methods to inform social solutions to address this social problem. In a
similar way linguistics research can inform language planning policy, linguists should
apply what we know about language and society to mitigate some of the emergent
risks and dangers of anti-social behaviour in digital spaces. We argue linguists and
NLP researchers can play a principle role in unleashing the social impact potential

of linguistics research working alongside communities, advocates, activists, and
policymakers to enable equitable digital inclusion and to close the digital divide.

Keywords. digital inclusion; hate speech; digital divide, social impact; social good;
computational sociolinguistics
Content Warning. The following paper makes references to hate speech, offensive language,
and violence. All attempts have been made to obfuscate examples of slurs;, however, there may
still remain traces of unobfuscated examples of slurs in the text.

1. Introduction. In the last three decades, we have seen an exponential growth into hate speech
research with rapid developments in the last decade alone as a result of methodological advance-
ment in computational linguistics and NLP (Tontodimamma et al. 2021). These advancements
have been purported as a valuable resource in policing anti-social behaviour online (Rawat et al.
2024). However, community-minded researchers are beginning to question the benefits of com-
putational solutions in combating hate speech (Parker & Ruths 2023). In order to illustrate some
of challenges in the application of hate speech detection systems, we take social media posts
from New Zealand as a case study to determine the pitfalls of existing systems. Therefore, our
primary research question: can we monitor the increase of hate speech on social media using au-
tomatic hate speech systems? In addition to our primary research question, our meta-research
question is: if we cannot use automatic hate speech detection systems to monitor hate speech on
social media, what are the alternative approaches?

1.1. HATE SPEECH DETECTION. While the linguistic and discursive features of hate speech re-
main poorly defined (Guillén-Nieto 2023), the development of automatic hate speech detection
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systems in NLP has been continuously justified by the purported social benefits of these systems
(Hovy & Spruit 2016). Some of the earliest hate speech detection systems using social media
language data took an unsupervised learning approach on lexical and syntactic feature represen-
tations (Chen et al. 2012). Other approaches to automatic hate speech detection included semi-
supervised topic modelling (Xiang et al. 2012) or supervised modelling (Dinakar et al. 2012).

With the popularisation of language embedding models, automatic hate speech detection is
now treated as a supervised text classification task following a standardised pipeline (Jahan &
Oussalah 2023). State-of-the-art hate speech detection models are normally developed with the
following pipeline: a) data set collection and preparation, which involves collecting either real-
world or synthetic instances of hate speech; b) feature engineering, which involves manipulating
and transforming instances of hate speech in preparation for language modelling; c) model train-
ing, which involves developing a hate speech detection system with machine learning algorithms;
and lastly, ¢) model evaluation, which involves producing model performance metrics to deter-
mine the statistical validity of the system.

In light of these technological advances, there is little evidence that these efforts are being
deployed to support target communities. This is because these hate speech detection systems are
seldom used by non-profit organisations (NGOs) or policy-makers in combatting anti-social be-
haviour in digital spaces (Parker & Ruths 2023). In an attempt to develop and to deploy one of
these systems to support municipal elections in Finland, Laaksonen et al. (2020) found that these
systems became an unnecessary distraction for researchers in collaborating with their stakehold-
ers due to the ‘datafication’ of hate speech. This conclusion reinforces the finding in Parker &
Ruths (2023) that hate speech detection as a methodological solution may not be meeting the
needs of target communities.

A systematic review of 48 open-source hate speech detection datasets found that these sys-
tems provided more benefit to NLP researchers than target communities (Wong 2024b). The re-
view was conducted in line with the Responsible Natural Language Processing (Behera et al.
2023) conceptual model which outlines eight principles for ethical and responsible research in
NLP. While the hate speech detection systems reviewed all scored highly in areas such as relia-
bility, interrogation, and in privacy and security through research activities like shared tasks, the
results of the review suggested that these systems failed to meet their ethical obligations in the
principles of accountability and fairness due to their lack of engagement with target communities.

1.2. BIAS AND LIMITATIONS. Arango et al. (2022) argued that pre-existing approaches to
model evaluation in NLP over-estimate the performance of current state-of-the-art automatic hate
speech detection systems which are especially susceptible to bias. Davidson et al. (2019) tested
for racial bias in five hate speech detection systems for Twitter using (including Waseem 2016;
Waseem 2016; Davidson et al. 2017; Golbeck et al. 2017; and Founta et al. 2018) by using Blod-
gett et al. (2016) data as a proxy for race. The authors found consistent, systematic, and substan-
tial racial bias across all systems which disproportionately negatively African-American English
due to the sampling procedures used to collect training data.

The results from Davidson et al. (2017) suggest that relying on lexical features and researcher
judgements may ignore other social or linguistic processes such as reclamation or reappropriation
of slur-like lexical feature. Furthermore, racial bias can be introduced throughout the develop-
ment pipeline such as during the data annotation process (Sap et al. 2019). Additionally, these
systems were found to lack cultural awareness (Lee et al. 2023) which means we cannot simply



apply hate speech detection systems in one language condition to another language condition due
to culture-specific biases (Zhou et al. 2023; Wong 2024a)

1.3. SUMMARY. The lack of engagement from NGOs and policy-makers in hate speech detec-

tion research, and the methodological limitations in developing these systems highlight the diffi-
culties in developing large and varied automatic hate speech detection systems that are theoretically-
informed while minimising bias (Vidgen & Derczynski 2020). Guillén-Nieto (2023) argued that
linguists may play an essential role in combatting hate speech with our intuitive knowledge of
language. More so, Alonso Alemany et al. (2023) argued that bias analysis should not rely on
computational approaches which inadvertently oversimplify and reduce these complex social
processes. Therefore, the current paper offers linguists an opportunity to consider how we can
collectively unleash the social impact of hate speech research with target communities.

2. Case Study: New Zealand. New Zealand is a predominately English-speaking island nation
in the South Pacific Ocean. Recent events have increased the public awareness on the need to
regulate and limit hate speech in the digital spaces of New Zealand (Hoverd et al. 2020).

On Friday, 15 March 2019, an Australian national carried out two consecutive mass shoot-
ings at two mosques in Christchurch killing 51 people. Motivated by white supremacist and alt-
right extremist ideologies, this incident increased the public awareness between linking the rise
of hate, harassment, and terrorism and unregulated social media platforms (Hoverd et al. 2020).
As part of the Royal Commission of Inquiry into the terrorist attack, the findings provided the
New Zealand public its first definition of hate speech to mean “speech that expresses hostility to-
wards, or contempt for, people who share a characteristic” (Royal Commission of Inquiry into the
terrorist attack on Christchurch masjidain on 15 March 2019 2020). One recommendation from
the Inquiry was to incorporate hate crime and hate speech into New Zealand’s existing legisla-
tive framework in order to promote social cohesion and to close the digital divide for vulnerable
target communities.

It was during this time, the Disinformation Project (2020-2024) - a New Zealand-based in-
dependent research group providing best practice monitoring, research, and consulting on misin-
formation and its impacts - published a report finding that hate speech on social media directed
towards LGBTQ+ communities has increased in both volume and tone (Hattotuwa et al. 2023).
These insights were largely based on qualitative accounts across different social media platforms.
The domestic increase of hate speech has been attributed to the corroboration of disinformation
and misinformation spread by alternative media (alt-media) platforms including climate change
deniers, anti-COVID vaccination mandate activists, and proponents of the Gender-critical femi-
nist movement (Clark & Stoakes 2023).

While much of the hate speech has been confined to digital platforms, such as Telegram,
there is growing recognition that hate speech (including misinformation and disinformation) are
having real-world impacts on target communities (Hoverd et al. 2020). Recent work has shown
that linguistic behaviour on social media platforms can be linked to real-world events such as a
decrease of linguistic diversity during the Covid-19 Pandemic (Dunn et al. 2020). Despite the
on-going threat of hate speech and hate crimes to social cohesion, the New Zealand Government
has shelved proposed legislative reforms on hate speech as of February 2023 citing the need to
redirect public funds for economic growth.
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Figure 1. Proportion of offensive language over time (monthly).

3. Methodology. With this sociolinguistic and political context of New Zealand in mind, we
develop a simple text classification model. While we are primarily interested in the efficacy of
automatic hate speech detection at a local-level, the purpose of the country-level analysis is to
determine possible geographic bias in either the open-source training data or the pre-trained lan-
guage models. Based on the recent events within New Zealand, we would expect to see an in-
crease of hate speech and offensive language in the periods following the Mosque attacks centred
on Christchurch (15 March 2019), the first nationwide lockdown restrictions due to Covid-19

(25 March 2019), the anti-mandate and anti-lockdown protests on the grounds of parliament in
Wellington (6 February 2022), and the tour of gender-critical activist Kellie-Jay Keen-Minshull in
Auckland and Wellington (25 March 2023).

3.1. HYPOTHESIS. Our primary research question is: Can we monitor the increase of hate

speech on social media using automatic hate speech detection. Therefore, our hypothesis is that

the rate of hate speech has increased on social media in New Zealand. This means the null hy-
pothesis is that there has been no change in the rate of hate speech on social media in New Zealand.

3.2. DATA SOURCES. We use geo-referenced social media language data for analysis and do-
main adaptation of the pre-trained language models which we discuss further in Section 3.3.
The source of the geo-referenced X (Twitter) data is from the Corpus of Global Language Use
(CGLU; Dunn 2020). The geo-referenced posts (tweets) were all produced within a 50-kilometre
radius from each of the 100 data collection points for all countries in the CGLU. Data collection
has been on-going since June 2018. In the country-level analysis, we extract a sample of 10,000
English language posts (tweets) per month from the United States and New Zealand between
June 2018 to May 2023. In the local-level analysis, we extract a sample of 1,000 English lan-
guage posts (tweets) per month from each of the 100 data collection points across New Zealand
between June 2018 to May 2023. In addition to the sample posts (tweets), we also extract an ad-
ditional sample of 50,000 English-language posts (tweets) for domain adaptation.

The source of the open source hate speech training data is derived from Davidson et al. (2017)
who took a keyword approach to collecting samples of hate speech and offensive language on X
(Twitter). With Hatebase! as the primary source, Davidson et al. (2017) established a candidate

! hatebase.org
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Figure 2. Linear Regression model results.

list of 178 one to four word n-grams. Using the Twitter API, 85.4 million posts (tweets) were
extracted from which a sample of approximately 25,000 posts (tweets) were manually coded
through CrowdFlower with one of the three categories: hate speech; offensive but not hate speech;
or neither offensive nor hate speech. Each post (tweet) was coded by at least three or more people
and the CrowdFlower intercoder-agreement score was 92%. The best performing text classifica-
tion model in Davidson et al. (2017) yielded a precision of 0.91, recall of 0.90, and F-score of
0.90. We retrieved the hate speech training data from GitHub repository?. The final training data
set had 1,430 instances of hate speech (5.8%), 19,190 instances of offensive language (77.4%),
and 4,163 instances in the residual category (16.8%).

3.3. MODEL DEVELOPMENT. As part of our analysis, we train two multi-class classification
models. For our first baseline text classification model, we use the classification class from the
simpletransformers? library. We split the training data into train, validation, and test sets for
model development. We did not process the training data for class imbalance. We fine-tune XLM-
Roberta Liu et al. (2019) - a multilingual pre-trained large language model - with the labelled
training data from Davidson et al. (2017). We trained the model for eight iterations and evaluated
the training for every 500 steps. In our New Zealand-specific model, we pretrained XLM-Roberta
Liu et al. (2019) with 50,000 samples of posts (tweets) from New Zealand. We then trained a
multi-class text classification model using the three-class hate speech detection data set produced
by Davidson et al. (2017).

4. Results. We first discuss the results of the country-level analysis by comparing the results be-
tween New Zealand and the United States. We then discuss the results of the local-level analysis
for the regions and cities of New Zealand.

4.1. COUNTRY-LEVEL ANALYSIS. The accuracy of our baseline text classification model,
which we will refer to as the hate speech detection model going forward, with no domain adap-
tation on social media language data was 0.89, the macro average F}-score was 0.59, and the

2 t-davidson/hate-speech-and-offensive-language
3 simpletransformers.ai
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Figure 3. Percentage Change (Period = 3) for New Zealand with the time periods of interest
highlighted in red where (a) was the period following the Mosque attack, (b) was the period
following the introduction of the nationwide lockdown, (c) was the period following the anti-
mandate and anti-vaccine protests, and (d) was the period following the speaking tour of anti-
transgender activist Kellie-Jay Keen-Minshull.

weighted average [ -score was 0.86. The macro average F-score is where all classes equally
contribute to the averaged F}-score, whereas the weighted average is where the classes are weighted
by size. Based on the macro averaged Fi-score, the performance of the hate speech detection

model on slightly above chance (> 50%) which suggest poor performance on the minority classes
(i.e., hate speech).

With reference to the model performance metrics, we applied the hate speech detection model
on unseen social media language data for New Zealand and the United States. The model did not
identify any instances of hate speech; however, it did identify instances of offensive language.
This was expected based on the model performance metrics, which performed poorly on the
minority classes. The proportion of offensive language per 10,000 social media posts for New
Zealand and the United States are presented in Figure 1. As shown in Figure 1, we observed that
the proportion of offensive language was much higher in the United States than New Zealand.
Both countries observed a maximum peak in June 2020, while New Zealand observed a sec-
ondary peak in January 2023.

When we calculated the Pearson Correlation Coefficient (PCC) between the rate of offensive
language between New Zealand and the United States, we found a statistically significant mod-
erate positive correlation of 0.596 (p < 0.05) between the two countries. As we are interested
in the relationship between the rate of offensive language over time, we converted the date vari-
able to an ordinal variable or the cumulative months from the starting period of June 2018. We
then calculated the PCC for the rate of offensive language and the cumulative months for New
Zealand which was —0.502 (p < 0.05) and for the United States which was —0.401 (p < 0.05).
This means there was a statistically significant moderate negative correlation between offensive
language and cumulative months for both country conditions which suggests the rate of offensive
language was decreasing over time. We can observe this trend this by visually inspecting Figure 1
which suggests the rate of offensive language is decreasing over time.



Period Hate Speech Offensive Language

June 2018 - May 2019 540 29,373
June 2019 - May 2020 581 33,279
June 2020 - May 2021 577 34,398
June 2021 - May 2022 588 30,563
June 2022 - May 2023 486 27,569

Table 1. Instances of hate speech and offensive language observed in New Zealand grouped into
12-month periods from 1 June to 31 May.

While the PCC measures were sufficient in allowing us to test our hypothesis, we wanted
to confirm our findings by running a linear regression model for each country condition. We did
this by splitting the data into train and test sets (75 : 25). The results for New Zealand are shown
in Figure 2b. The Mean Squared Error (MSE) was 3,289.50, the R-squared was 0.855, the co-
efficient was -1.970, and the intercept was 1,002.713. The model performance metrics suggest
a poor fit. In order to retrieve the p-value, we added a constant to the independent variable to in-
clude an intercept. While the model suggested a poor fit, we can confirm the statistically signifi-
cant (p < 0.05) moderate negative relationship between the rate of offensive language over time.
The results for the United States offered a similar interpretation with an MSE of 3,824.271, an
R-squared of 0.276, a coefficient of -1.855, and an intercept of 1,273.54.

Finally, we wanted to impressionistically determine if there was a relationship between the
rate of hate speech (in this case, offensive language only) and recent events in New Zealand. We
calculated the percentage change based on the last quarter for New Zealand in Figure 3 with the
time periods of interest highlighted in red. We did not observe an increase of offensive language
in the period following the Mosque attack (a) or in the period following the anti-mandate and
anti-vaccine protests (c); however, we can observe an increase of offensive language in the period
following the introduction of the nationwide lockdown (b) and the period following the speaking
tour of anti-transgender activist Kellie-Jay Keen-Minshull (d).

4.2. LOCAL-LEVEL ANALYSIS. We now turn our focus to our local-level analysis for New
Zealand only. The accuracy of the hate speech detection model with domain adaptation using
social media language data was 0.90, the macro average F}-score was 0.77, and the weighted av-
erage Fi-score was 0.90. These results suggest that domain adaptation improved the performance
of the hate speech detection model when compared with our baseline model where we did not
include domain adaptation. The following analysis is largely impressionistic.

Once we had the model performance metrics, we applied the adapted hate speech detec-
tion model on unseen social media data on city-level samples of New Zealand. In contrast to the
baseline model, the model did detect instances of both hate speech and offensive language. Due
to the low frequency detected hate speech and offensive language, we grouped the instances of
hate speech and offensive language for the whole country in Table 1. Instances of hate speech re-
mained constant for the six periods with the rate of between 486 and 588 instances of hate speech
and between 27,569 and 34,398 instances of offensive language. The greatest occurrence of hate
speech was in the period between June 2021 to May 2022 while the greatest occurrence of offen-
sive language was in the following period between June 2022 to May 2023.

After determining the level of granularity in our analysis appropriate to the instances of pre-
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Figure 4. Proportion of hate speech and offensive language by regions.

dicted outputs, we grouped the instances of hate speech and offensive languages into geographic
regions over time. These can be found in Figure 4 where we have plotted the combined propor-
tion of hate speech and offensive language. To aid interpretation, we have included the country-
level baseline as a guide. Based on the plot, we can observe that urban regions (such as Welling-
ton and Christchurch) were consistently below the national mean while rural regions (such as Bay
of Plenty, Gisborne, and Hawke’s Bay; Tasman, Nelson, and Marlborough; and the West Coast,
Otago, and Southland) were consistently above the national mean. The stable proportions in the
predicted outputs does call into question if some other linguistic processes are at play.

The trends observed in Figure 4 were unexpected. Coupled with the stable rate of hate speech
and offensive language as shown in Table 1, it made us question the validity of our model at the
local-level. Therefore, we carried out a topic analysis where we have visualised the predicted
outputs of hate speech (5a) and offensive language (5b) for New Zealand as presented in Figure
5. While our hate speech detection model was able to identify offensive language (as shown on
Subfigure 5b on the basis on lexical items such as shit, fuck, and fucking, it failed to identify hate
speech with reference to Subfigure 5a. Instead, lexical items that were not present in the training
data (such as bugger, staggering, buggered, digger) were being (mis)identified as a hate speech.

5. Discussion and Conclusion. We now revisit our primary research question which was: can
we monitor the increase of hate speech on social media using automatic hate speech detection.
Based on the results for the country-level analysis, we not only reject our null hypothesis that
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Figure 5. Predicted instances of hate speech and offensive language for New Zealand.

there has been no change in the rate of hate speech on social media in New Zealand, but also
our hypothesis that the rate of hate speech has increased on social media in New Zealand. In the
contrary, the results suggest that the rate of hate speech on social media in New Zealand (and
the United States) has decreased. This result counters the findings from Hattotuwa et al. (2023)
which found that hate speech has increased in both rate and volume for New Zealand.

We will first address some of the limitations of our data and methodology before address-
ing the downstream limitations as a result of the existing hate speech detection pipeline. Firstly,
we only took a limited sample of social media posts from the CGLU for each country. Secondly,
only a small number of users enable georeferencing on Twitter which means we do not have a
representative sample of users from both country conditions. Thirdly, we have not developed
evaluation data from the samples to determine if the predicted instances of hate speech or offen-
sive language were indeed hate speech or offensive language.

Had we taken a the results from the country-level analysis for granted then we would not
have been able to uncover the issues of our methodology in the local-level analysis especially
with the (mis)identified instances of hate speech. In this case, the model has overfit on lexical
items which share n-gram features with slurs in the training data (such as bugger, staggering,
buggered, digger). We argue that treating automatic hate speech detection as a text classification
problem pressuposses that instances of hate speech readily appear on social media platforms,
when in reality, most social platforms employ their own content moderation processes. This
means hate speech detection training data developed solely on lexical features (i.e., slurs) are
made redundant when the features are no longer present.

We further argue the poor performance of our hate speech detection system on unseen so-
cial media language data is because the training data produced by Davidson et al. (2017) was
not designed based on the social, political, or linguistic context of New Zealand. We would like
to stress that Davidson et al. (2017) in our misapplication of the training data. We agree with
Alonso Alemany et al. (2023) that model performance metrics, like F}-scores, are less useful
in determining bias in hate speech detection systems as bias is inherently a social and linguistic
problem. It also brings into question the usefulness of the existing model development pipeline
that does not account for evaluating the validity of the model once it has been deployed in unseen
samples of social media language data.

Though we can develop a hate speech detection model on open-source training data, we
question the usefulness in the outputs of these models. In lieu of developing a hate speech data



set that is specific to the New Zealand context (including the drawbacks of developing more hate
speech detection training data that may cause more harm than benefits for target communities),
we now refer back to our meta-research question which was: if we cannot use automatic hate
speech detection systems to monitor hate speech on social media, what are the alternative ap-
proaches? We will discuss these alternatives in the next section.

5.1. ALTERNATIVE APPROACHES. Some NLP researchers are moving away from classification-
based models towards counter speech generation to combat hate speech. Once again, these re-
quire researcher judgements and do not derive from the community of interest. In this section,
we discuss emergent discursive strategies in hate speech discourse where linguists can provide
the most support in monitoring and detecting hate speech. With reference to the organised panel
Language, conflict, and peace-making: contributions from the linguistics and the philosophy of
language at the 2025 LSA Annual Meeting (Tirrell et al. 2025), hate speech is only one form of
languages of conflict.

One form of internet language is Algospeak, which is a portmanteau of Algorithm and Speak.
This type of language refers to lexical features used to evade automated moderation algorithms
Steen et al. (2023). Online users may use forms of Algospeak to discuss sensitive topics. This
form of language can be directly linked to language variation and change. Some examples of
Algospeak include (7o) unalive (‘to kill; kill; dead; or suicide’); seggs (‘sex; sexual intercourse’);
vt (‘white people’); and Opposite of Love (‘hate’). The development of Algospeak can be traced
based on existing models of word formation processes.

More specific to hate speech are dog whistles which refer to coded or suggest (i.e., indirect)
language in political messaging to garner support from one group without provoking an oppos-
ing group. One example is the bathroom/restroom/toilet discourse used to advance legislation
in some jurisdictions which disproportionately impacts trans women. With the support of topic
models and critical discourse analysis, linguists may be able to determine the intention of dog
whistles to differentiate them from other forms of language-use.

One final example of internet language is, Voldermorting, which much like the fictional char-
acter refers to the strategy of not referring to a person by name (i.e., "He who must not be named’
and " You know who’) van der Nagel (2018). One notable example is the censorship of Winnie-
the-Pooh in the People’s Republic of China where the character was compared to the General
Secretary of the Communist Part, Xi Jinping. A more recent example is the Voldermorting of
Elon Musk as the anagram, Leon Skum.

These are only some forms of internet language and languages of conflict present in social
media language-use. The question remains how linguists and NLP researchers can incorporate
these discursive strategies in hate speech detection pipelines. By moving the attention away from
hate speech detection, linguists may be able to play a crucial role in combatting not only hate
speech, but also digital exclusion.
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