Navigating the Phonology-Syntax Interface and Tri-P Mapping

Taylor L. Miller

State University of New York at Oswego

1 Introduction

This paper introduces a new model of the phonology-syntax interface called Phase-Based Prosodic Phonology (or Tri-P Mapping), building on proposals in Miller 2018. This model provides a better account for patterns observed in cases of extreme morpho-syntactic complexity or "polysynthesis." While it is widely acknowledged that phonological processes may be restricted to certain domains, appearing in a particular location or spanning some - but not all - junctures within (morpho-)syntactic structure, debate centers on how to derive phonological domains. There are three main models in the current literature: Relational Mapping (e.g. Nespor & Vogel, 1986; Vogel, 2019), Syntax-Driven Mapping (e.g. Selkirk, 2011; Elfner, 2012; Guekguezian, 2017), and the Syntactic Spell-Out Approach (e.g. Pak, 2008; Samuels, 2011; Šurkalović, 2011, 2013; Michaels, 2013; McPherson, 2014; McPherson & Heath, 2016; Ahn, 2015).

Comparisons between specific approaches have been made (see Selkirk 2011 and Vogel 2019), but the only side-by-side test of all three approaches using the same data is found in Miller 2018. As part of that study, I argue extreme morpho-syntactic complexity or "polysynthesis" is the critical and missing test case for any model of the phonology-syntax interface. Therefore, I turn to two such languages as test cases: Kiowa (Tanoan) and Saulteaux Ojibwe (Algonquian). Comparing each model's predictions to those phonological domains observed in the languages, no current model is entirely successfully. Thus, a new model is necessary.

The remainder of this paper is structured as follows. In Section 2, I provide a brief background of each of the main interface models. Section 3 justifies turning to traditionally termed "polysynthetic" languages as the crucial test case for interface models, notably missing from previous interface analyses. In fact, the foundational assumptions of each model yield different predictions for phonological domains in Kiowa and Saulteaux Ojibwe. In 3.2-3.3, I present the results of the two case studies, demonstrating the need for a new interface model. I introduce Tri-P Mapping in Section 4. I begin by detailing the basic assumptions of the model (4.1), define the relevant prosodic domains (4.2), and revisit the Kiowa and Saulteaux data in 4.3. In Section 5 I discuss the success of Tri-P Mapping and remaining questions regarding the role of an intermediate constituent between the Phonological Word and Phonological Phrase.

2 Delimiting Phonological Domains

Each of the three main interface models have rich histories in the literature, often including multiple iterations and proposals. For the sake of space, this section includes only a brief introduction to the core
of each model and focuses primarily on the most recent work.² The models’ differing assumptions are also examined, as they yield different predictions for the size and shape of phonological domains in a given language. As shown in Table 1, there are four areas of interest: reference strategy, syntactic objects referenced, the separation of Morphology and Syntax, and if recursion is allowed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Reference Strategy</th>
<th>Syntactic Objects</th>
<th>Separate Morpho.</th>
<th>Recursion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relational Mapping</td>
<td>Indirect</td>
<td>Classic</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Syntax-Driven Mapping</td>
<td>Indirect</td>
<td>Classic</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Syntactic Spell-Out</td>
<td>Direct</td>
<td>Classic</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Comparing Current Models

There are two reference strategies (or the manner in which phonology references morpho-syntactic structure) adopted in the literature. Direct Reference models read phonological domains directly from syntactic structure, while Indirect Reference models reference morpho-syntactic structure when deriving independent prosodic constituents that may result in non-isomorphism between phonological and morpho-syntactic structure (see Shwayder 2015 for a larger discussion on the distinction). In terms of syntactic structure, some models reference classic syntactic objects like heads, phrases, and clauses (X₀, XP, CP)³ while others reference phases or spell-out domains. As discussed in Section 2.3 below, precise definitions of phases and their behaviors also differ across models. If a model assumes Morphology is a separate module from Syntax, phonology is permitted to reference morphological structure (e.g. roots, affixes, clitics).

Finally, regardless of what and how phonology references, models differ in whether or not phonological domains may exhibit recursion. It has generally been argued that the presence of recursion is one of the main differences between phonology and syntax (Jackendoff & Pinker, 2005; Pinker & Jackendoff, 2005; Neeleman & van de Koot, 2006; Van der Hulst, 2010; Heinz & Idsardi, 2011), though the idea of allowing some kind of recursion in phonology (especially at higher prosodic levels) is not new (e.g. Ladd, 1986). As discussed below, some interface models allow pervasive recursion throughout phonological domains at all levels, while other restrict it or ban it altogether. The nature of that recursion, and whether it behaves the same as in syntax, is a point of debate.

2.1 Relational Mapping  Relational Mapping, first formalized as Prosodic Phonology (Selkirk, 1980, 1981a,b; Nespor & Vogel, 1986), is an indirect reference model that builds independent prosodic constituents that layer and build according to size and character to form the Prosodic Hierarchy (Nespor & Vogel, 1986). Vogel 2019 lists the following universal prosodic constituents: Syllable (σ), Foot (Σ), Prosodic Word (ω), Composite Group (κ), Phonological Phrase (ϕ), and Intonational Phrase (ι). Prosodic Phonology originally assumed the Strict Layer Hypothesis (SLH), a ban on level-skipping and recursion in the prosodic hierarchy. Later work recognizes a need for level-skipping (e.g. Truckenbrodt, 1995, 1999; Selkirk, 1995, 2000; Vigário, 2010; Vogel, 2008, 2009a,b, 2019), however, so the SLH is either noticeably weakened or absent in current work. Vogel’s Composite Prosodic Model, the most recent work in Relational Mapping, takes a mixed approach banning recursion only below the Phonological Phrase (Vogel, 2019).

The Composite Prosodic Model divides the Prosodic Hierarchy into three parts: non-interfacing constituents (σ, Σ), those at the Morphology Interface (ω, κ), and those at the Syntax Interface (ϕ, ι). The main difference between the two interface groupings is the direction of the mapping procedure. At the Morphology Interface, mapping is a bottom-up procedure meaning that prosodic structure is built up referencing morphological information and including phonologically cohesive elements. For example, the Phonological Word is required to minimally consist of a morphological root. Other material may also be included (i.e. cohering affixes). Any stray elements (i.e. adjoining affixes, clitics, function words) join the ω at the next level: the Composite Group (κ). In addition, κ forms the domain for compounds.

In contrast, prosodic constituents are mapped top-down at the Syntax Interface primarily referencing syntactic structure and thus demonstrating more markedly syntactic properties like recursion. In fact, Vogel argues it is only at these levels true recursion is observed (i.e. the exact same phonological processes

² For a more detailed history of each model and illustrative examples, interested readers are directed to those works cited and to Miller 2018.
³ Note that X₀ here refers to a terminal node in the syntax. Specifically, that X must be a lexical head like N, V, or A.
applying repeatedly in each nested structure). The Phonological Phrase consists of the lexical head (N, V, A) of a syntactic phrase. The head’s complement is optionally included, depending on whether or not it patterns phonologically with the head. The Intonational Phrase maps from CPs (root sentences, parenthetical expressions, nonrestive relative clauses, tag questions, vocatives, expletives, and certain moved elements).

As the absence of the SLH significantly opens up the prosodic hierarchy and its properties, the CPM aims to restrict the model’s power using a combination of three properties: Constituent Sequencing, Proper Headedness, and the Principle of Minimal Distance. Constituent Sequencing, the restriction that a constituent cannot dominate a constituent of its same type, is found at the Morphology Interface thus ruling out recursion at these levels. The remaining two properties are true of the whole hierarchy. Namely, Proper Headedness requires that a constituent dominate at least one constituent of the immediately lower level, and the Principle of Minimal Distance requires that phonological material be parsed into prosodic structure as soon as possible. In both cases, these properties greatly restrict level skipping.

It is Relational Mapping’s use of the intermediate constituent κ (originally proposed as the Clitic Group in Nespor & Vogel 1986) that is met with the most criticism (Vogel, 2009a). Frequently, it is seen as unnecessary because it often overlaps with ωs. Other times, it is omitted entirely in favor of recursive ω structures – and an overall simpler Prosodic Hierarchy – to account for the same phenomena. Vogel argues the first issue is not a problem. That ω and κ often coincide does not negate instances where they necessarily do not. As for the second issue, Vogel argues against the use of recursive ωs. At its core, recursion requires that an entity of a certain type be contained within another entity of that type (e.g. XP within XP). The nested entities retain the same category label because they share all characteristics. In fact, the phenomena often associated with recursive ω structures (e.g. clitic-specific processes or compound phonology) are notably different from the lower ω. If it were a case of genuine recursion, the same phonological processes would be observed at both levels. As this is not the case, Vogel argues this is confirmation for an intermediate constituent.

2.2 Syntax-Driven Mapping  Syntax-Driven Mapping is also an Indirect Reference model, but phonology references only syntactic structures. Morphology is subsumed under a “syntax all the way down” approach. When building the Prosodic Hierarchy, phonology references classic syntactic constituents (X^0, XP, CP), and κ is omitted from the hierarchy. The most recent work using this model is Match Theory (Selkirk, 2011), which proposes a set of faithfulness constraints requiring prosodic and syntactic constituents match or coincide: Match Word (ω ≡ X^0), Match Phrase (ϕ ≡ XP), and Match Clause (ι ≡ CP). A series of markedness constraints pertaining to the phonological characteristics of the prosodic domains, if highly ranked, allow violations and yield non-isomorphic structures. For example, Selkirk uses Elordieta’s (2006; 2007) analysis of Lekeito Basque to show the need for a constraint against non-binary ϕs at the beginning of the ι domain.

Match Theory (Selkirk, 2011) goes beyond previous Syntax-Driven Mapping approaches (e.g. Alignment Theory, Wrap Theory) and assumes recursion to not only be possible but prevalent based on the syntactic structure. Genuine recursion is exhibited at the ϕ and ι levels (see Selkirk’s Match Theory analysis of Xitsonga) because the prosodic constituents in question retain the same phonological characteristics regardless of their position in the structure (e.g. the same phonological processes apply at each successive level). As argued in Vogel 2009a, 2019, this is not possible at the ω level. As proposed, Match Theory incorrectly predicts recursive ω structures.

While a syntax-only model is theoretically preferred as it offers a simpler account for grammar, referencing X^0 to map ω leads to issues for Match Theory. As to be discussed below, this has major implications for incorporating languages like Kiowa, but stray elements like Level 2 affixes also cause problems. Because Level 2 affixes form one grammatical word or X^0 with the rest of the word, they are automatically parsed into one ω. Vogel 2019 shows that this causes two generalizations to be lost entirely: 1) Level 2 affixes do not pattern with the rest of the grammatical word and 2) Level 2 affixes pattern with other stray elements like clitics and function words. In addition, Vogel argues Match constraints incorrectly predict certain elements should pattern differently due to differences in syntactic structure when they, in fact, do not. For example, English demonstrates a single Voicing Assimilation rule for its various -s morphemes (plural, third person singular, possessive, copula, and auxiliary). Because each of these morphemes attach at different levels of syntactic structure, Match incorrectly predicts them to act differently from one another - or, conversely - requires separate phonological rules of Voicing Assimilation for each morpheme.
2.3 Syntactic Spell-Out  Phonology only references syntactic structure in a Syntactic Spell-Out Approach, as well, but phonological application is restricted to phases and not classic syntactic constituents. Of the three models, the Syntactic Spell-Out Approach is the newest and therefore less standardized. While all relevant work implements Phase Theory (Uriagereka; Chomsky, 2000, 2001, 2008; Citko, 2014; Collins & Stabler, 2016), particular analyses differ in terms of which syntactic heads trigger Spell-Out (what is a phase head), what phonology may access after Spell-Out (the Phase Impenetrability Condition), and how phonology references the structure itself (Direct or Indirect Reference). For this paper, I assume the most recent and widely adopted stances, though the variation will certainly be addressed in Sections 4 and 5.

First, phase heads of two types are assumed: clause-level (C and v/VOICE) and morpheme-level (categorizing heads n, v, a). Phase heads are functional heads which trigger transfer or Spell-Out to syntax’s interfaces – semantics/pragmatics (LF) or phonetics/phonology (PF). Spell-Out Domains consist of the complement of head phase head, and Transfer is triggered whenever a new phase head is introduced in the derivation.\(^4\)

In Phase Theory, the Spell-Out Domain is subject to the Phase Impenetrability Condition (henceforth PIC) (Chomsky, 2001), which disallows higher phases access to material which has already been spelled out. Thus, a phase head only has access to the elements in its phase (and the following c-commanding phase head if one exists). Consider, for example, the following structure found in Samuels 2011:75-76. Assume α, β, γ, and δ are phase heads. Since syntax trees build from the bottom up, β and α merge first and thus are accessible to each other in terms of phonology and semantics. β projects upward, and the phrase βP is formed. Next, γ merges with βP. Since a new phase head has been introduced into the tree, β’s complement (α) is transferred to PF. Due to the PIC, α is no longer accessible once it is transferred. Thus, The newly introduced γ has access to β but not to α. This process iterates up the tree as seen in (1).

\[
\begin{array}{c}
\text{Merge (β, α):} \quad \alpha \text{ is accessible to } \beta \\
\text{Merge (γ, βP):} \quad \beta \text{ is accessible to } \gamma, \alpha \text{ transferred} \\
\text{Merge (δ, γP):} \quad γ \text{ is accessible to } \delta, \beta P \text{ is transferred.}
\end{array}
\]

Though originally proposed only for syntactic operations, some work extended the PIC (in various forms) to phonological operations (Wagner, 2005; Samuels, 2009, 2010, 2011). For example, Samuels (2009; 2010; 2011) proposes different versions of the PIC for lexical and post-lexical rules. More recently, researchers have argued against using the PIC in phonology entirely (e.g. Šurkalović, 2011, 2013; Michaels, 2013; McPherson, 2014; McPherson & Heath, 2016; Ahn, 2015), some proposing to use Phase-Phase Faithfulness Constraints to account for what was originally claimed to be instances of the PIC in Phonology (e.g. McPherson & Heath, 2016) This paper adopts this recent stance and assumes the PIC does not play a role in phonology.

Finally, this paper assumes a Direct Reference approach in line with work like Pak (2008); Sato (2009, 2012); Samuels (2009, 2010, 2011) and (in a somewhat modified fashion) Samuels (2011). This factor, however, seems to be most varied in the literature. A roughly equal number of researchers have adopted an Indirect Reference strategy and use phases to map to prosodic constituents in the Prosodic Hierarchy (e.g. Cheng & Downing, 2007; Kratzer & Selkirk, 2007; Ishihara, 2007; Dobashi, 2003, 2004a,b; Compton & Pittman, 2007; Piggott & Newell, 2006; Ahn, 2015).\(^5\) As a Direct Reference approach is most faithful to Phase Theory, it is assumed here, but the debate is revisited in Sections 4 and 5.

3 The Missing (and Crucial) Test

Comparisons between interface models, and analyses within those models, have been made. For example, Selkirk 2011 provides an overview of previous Syntax-Driven approaches (Alignment Theory and

\(^4\) See Samuels 2011 for a comprehensive discussion of the debate as to what and what is not a phase head.

\(^5\) Šurkalović (2011)’s cumulative Spell-Out has the same effect of an independent prosodic structure, but it is still derived directly from the order of syntactic operations and Spell-Out instead of an independent constituent structure.
Wrap Theory) and shows that Match Theory can account for the same phenomena. Similarly, Vogel 2019 includes a broad discussion of various Syntax-Driven approaches, as well as Phenomenon-Based analyses (see footnote 2). While important discussions, neither paper is sufficient in order to decide in favor of any particular model. First, Syntactic-Spell Out approaches are not included in either comparison. Second, the comparisons are not a side-by-side evaluation using the same data. In both cases, specific analyses’ case studies are merely re-analyzed.

In addition, and perhaps most importantly, no interface proposal has discussed what merits a crucial test for a model of the phonology-syntax interface. Instead, success is claimed for any analysis that provides an account for hand-picked illustrative case studies and which may re-account for other analyses’ case studies. In Miller 2018, I argue against this circular reasoning and propose that the crucial test for the phonology-syntax interface is a language with extreme morpho-syntactic complexity. Blurring the lines between the word, the phrase, and the clause pushes a model to its limit. In other words, the crucial – and notably missing – test is what is traditionally described as ”polysynthesis.” Miller 2018 consists of such a side-by-side test of all three models using languages which demonstrate extreme morpho-syntactic complexity: Kiowa and Saulteaux Ojibwe.

3.1 Current Models’ Predictions As expected, the three interface models primarily diverge in their predictions for the most complex word classes in both languages: the verbs. In both languages, the verb complex can form an independent clause through inflection, agreement, and the incorporation of multiple stems. Given the types of objects referenced (classic syntax, phases, and morphological information) outlined in the previous section, the models differ in whether or not they predict verb-internal phonological domains.

First, consider the basic structure of the Kiowa and Ojibwe verbs. As seen in (2), the Kiowa verb complex includes a pronominal prefix (Ppfx), incorporated adverb (Adv), incorporated noun (N), incorporated verb (V), verb stem (STEM), inflectional or modal suffix(es) (I/M), and a syntactic suffix (Synt). Only three elements are obligatory: the pronominal prefix, stem, and an inflectional suffix. Therefore, a verb complex in Kiowa may be very short as in (3) or extremely long as in (4).

(2) Kiowa Verb Complex (Watkins 1984:147)
   Ppfx – (Adv) – (N) – (V) – STEM – I/M - (Synt)

(3)’hàn ø- tʰp -Ø
   Ppfx- STEM -I/M
   NEG [3sg]- go.out -PF
‘He didn’t go out.’

   Ppfx- Adv- N- V- STEM -I/M
   HAB [1sg]- always- rabbit- hunt- go -IPFV
‘I’m always going rabbit hunting.’

Miller 2018 provides the following general template for the Ojibwe verb, which varies slightly due to morphological classes based on transitivity and gender. The first element is a pronominal, used for persons other than third person. Originally argued to be a prefix, some argue it is a clitic as shown below (among others Oxford, 2013). This is optionally followed by tense markers and preverbal modifiers. Inflectional endings follow three classes of verb conjugations (Independent, Imperative, Conjunct). There is no limit to the number of preverbs allowed within the complex, though there are rarely instances of more than five (Valentine, 2001; Slavin, 2005). Consider (6), which comes from a longer sentence translating to ‘Our darn little teenage turtles, probably never tried to pretend to be smart and wise.’ (adapted from Logan 2001:51).

(5) Ojibwe Verb Complex
   Pronominal = Tense - Modifier(s) - STEM - Inflection = Obj. Number

6 Unless otherwise cited, all data come from my fieldwork in summer and fall of 2016.
(6) \( \text{gi:} \) Tense- Mod- STEM -Infl -Infl -Infl =Obj
\( \text{gagwe:} \) Mod- try- be.smart/wise- pretend -HAB -NEG -DUB -PT -3PE
\( \text{niba:ga:} \) Mod- be.smart/wise-
\( \text{si:} \) -Infl
\( \text{toge:} \) -Infl
\( \text{ban} \) -Infl
\( \text{i:k} \) =Obj

Relational Mapping and Syntactic Spell-Out predict verb-internal domains, while Syntax-Driven Mapping does not. This is primarily due to the fact that Syntax-Driven Mapping references classic syntactic constituents. For both Kiowa and Saulteaux, the verb complex forms a single \( X^0 \) at the surface regardless of the internal complexity. By referencing only \( X^0 \) in the definition of Match-Word, the full verb complex is predicted to consist of a single \( \omega \) domain. In fact, Match Theory does not have any machinery which accounts for the smaller domains within the verb complex.

Finally, Relational Mapping alone predicts that compounds may exhibit unique phonological patterns. Syntax-Driven Mapping and Syntactic Spell-Out predict compounds to form recursive \( \omega \) structures. Therefore, it is necessary to differentiate levels of \( \omega \) structures and allow for different phonological characteristics at subsequent levels. This is, by definition, proposing a distinctive prosodic constituent \( \kappa \).

3.2 Kiowa Results

After analysis of eleven phonological processes in Kiowa, Miller 2018 finds phonological domains of three sizes in the clause (7) and domains of two sizes in compounds (8). Crucially, verb-internal domains are present, and there is evidence of compound-specific phenomena (Tone Raising). Relational Mapping is the only model that successfully predicts each domain.

(7) Phonological Domains in the Kiowa Clause

Domain 1: [Subject] [Object] [Ppfx]–[Adv]–[N]–[V]–[STEM–I/M] –Synt
Domain 2: [Subject] [Object] [Ppfx–Adv–N–V–STEM–I/M–Synt]

(8) Phonological Domains in Kiowa Compounds

Domain 1: [Root\textsubscript{1}] + [Root\textsubscript{2}]
Domain 2: [Root\textsubscript{1} + Root\textsubscript{2}]

Syllabification is restricted to the smaller, verb-internal domains (Clause Domain 1 above). Consider, for example, Cluster Devoicing, which devoices stops following a voiceless obstruent. All morpheme-internal clusters agree in voicing, so the process’s application may only be tested at morpheme boundaries. As seen below, Cluster Devoicing only applies across noun-suffix boundaries and the boundary between the STEM and I/M suffix(es) in the verb. The process is blocked at all other morpheme boundaries.

As seen in (9), the perfective suffix \(-g\text{já}\) surfaces as [-kjá] following voiceless [t] at the end of the verb root ‘write’ spanning the STEM-I/M boundary.

(9) \( \text{gját-} \) write -kjá
\( \text{[1sg/agt:pl/obj]- write -PF} \)
‘I wrote it/It was written.’

The process is blocked, however, at every other morpheme boundary within the verb complex. Voiceless stops (resulting from another devoicing process targeting syllable-final obstruents) do not trigger Cluster Devoicing across the prefix’s boundary in (10). Likewise the incorporated adverb’s final [t] does not trigger the process, and STEM-initial /b/ surfaces unchanged in (11).

(10) \( \text{gját-} \) write -t\text{ð}
\( \text{[1sg/agt:pl/obj]- write -FUT} \)
‘I will write.’

(11) \( \text{k\text{á}t-} \) go.PF
\( \text{[1sg]- scared- go.PF} \)
‘I fearfully went.’

Cluster Devoicing also does not apply across the boundary between the verb stem and syntactic suffixes. The nominalizing \(-\text{g\text{á}t}/\text{h\text{á}}\) surfaces with [g] instead of a devoiced [k] after [t] in (12).
3.3 Saulteaux Results After analysis of nine phonological processes in Saulteaux, Miller 2018 finds phonological domains of three sizes in the Saulteaux clause (13) and only one in compounds (14). Crucially, one verb-internal domain is observed (Clause Domain 1 below). It involves a phonological boundary between inflectional suffixes, however, and is therefore unpredicted for all three models. No compound-specific phenomena was observed, so the models do not differ. No model achieves overall success for Saulteaux.

(13) Phonological Domains in the Ojibwe Clause

Domain 1: [Pronom=Tense-Mod(s)-Stem-Infl1]-Infl2=Obj.No. Obj. Subj.
Domain 2: [Pronom=Tense-Mod(s)-Stem-Infl1-Infl2=Obj.No.] [Obj.] [Subj.]
Domain 3: [Pronom=Tense-Mod(s)-Stem-Infl1-Infl2=Obj.No. Obj. Subj.]

(14) Phonological Domain in Ojibwe Compounds

Domain: [Root1] + [Root2]

It is the interaction between Final Obstruent Devoicing and Final Short Vowel Deletion that indicates a boundary between inflectional suffixes suffixes (abbreviated as Infl1 and Infl2 above). Consider the following data involving the same verb stem /bagizo/ ‘swim.’ In (15), it is affixed with the third person suffix /-w/.

(15) bagezo /bagizo-w/
swim.3PE

‘He is swimming.’

The second person is inflected using a prefix /gi-/ rather than a suffix. In (16) /bagizo/ is complex-final, and Final Short Vowel Deletion and Final Obstruent Devoicing apply.

(16) gi- bages
2PE- swim

‘You are swimming.’

As seen in (17), the verb stem again undergoes Final Short Vowel Deletion and Final Obstruent Devoicing even though the environment is not verb complex-final. The application indicates a phonological boundary before the Mode suffix.

(17) ni- wi:- bages na:ban
1PE- FUT- swim -PT

‘I was going to swim.’

3.4 Preliminary Discussion Though no model is successful for Saulteaux, future research is necessary. Miller 2018 notes that the data above is the only evidence for the mid-suffixes boundary. All other phenomena apply span the grammatical word and clause, which do not cause issues for any of the three models. It is also unexpected that no processes indicated boundaries between preverbal modifiers, which are independent stems. In addition, Ojibwe stems are traditionally considered not to be monomorphemic and are said to consist of up to three meaningful elements. Their internal structure was not considered in the original analysis, and this may also contribute to the overall understanding of the interface and Saulteaux. Leaving these issues to the side, let us focus on the Kiowa results.

Relational Mapping’s success in Kiowa is noteworthy, as it is the only approach which assumes a) an intermediate constituent between κ and ϕ and b) a strict separation of Morphology and Syntax. Both assumptions are worth examining in detail. First, consider the intermediate constituent κ. As defined, the full verb complex and compounds are both predicted to form κ constituents. All κs in the language should demonstrate the same characteristic phonological processes, but this is not the case, taking away from
the model’s overall success. The compound-specific process Tone Raising does not apply within the verb complex (18-20). In fact, there is no positive evidence for any characteristic process of the verb complex’s κ domain.

(18) $k^h\text{f:s}\text{s} + d\text{e}\text{p} \rightarrow k^h\text{f:s}d\text{e}p$ ‘afternoon nap (afternoon + sleep)’
    $p\text{f}\text{i} + m\text{å}d\text{e}p \rightarrow p\text{f}\text{i}m\text{å}d\text{e}p$ ‘have trouble eating (eat + have trouble)’

(19) $d\text{e}\text{h} \quad k^h\text{f:s} \quad d\text{e}\text{p} \quad -m\text{å}$
    [1sg/agt:3pl/obj]- afternoon- sleep -IPFV
    ‘I’m taking an afternoon nap.’

(20) $j\text{å}\text{h} \quad p\text{f}\text{i} \quad m\text{å}d\text{e}p$
    [(2,3sg/agt):1sg/pat:pl/obj]- food- have.trouble.PF
    ‘I had trouble eating.’

This asymmetry raises the same question about the definition and predictive power raised for recursive ωs. If two domains don’t demonstrate the same phonological characteristics, why are they both called κs? Vogel (2009a) anticipates this kind of question for κ in Italian. When accounting for the Clitic Vowel Change (CVC) and Clitic Affrication Rule (CAR), she argues the rules apply with regard to the κ domain but reference grammatical information within the domain itself. In Italian, she turns to information like the semantic status of the clitics in question. Assuming the same kind of approach in Kiowa, roots forming part of a compound would need to be marked within the κ in order to trigger Tone Raising.

Vogel (2009a) argues specifying elements within the domain is preferable to adding more constituents to the Prosodic Hierarchy or introducing recursion, but it is not clear that this is in fact theoretically more desirable. It is true that further specifying components of the domain does not require complicating the possible phonological grammar (i.e. retaining Selkirk 1980’s three types of phonological rules: domain span, domain juncture, and domain limit), but referencing additional information makes the concept of the Prosodic Hierarchy more complex. If κ domains differ with regard to their individual components, it is not clear there is a benefit of treating them as the same domain. Further, if κ must reference domain-internal grammatical information, this must also be true of other prosodic constituents.

Finally, the status of Morphology as a separate module faces theoretical concerns. There is pressure for a linguistic theory to be maximally economic or simple. Thus, a model is preferred if it captures the observed data with the fewest grammatical modules possible. This is to avoid too much power in a model, which may lead to overgeneration and predict structures which are in fact not possible cross-linguistically. While Relational Mapping does not appear to be suffering from overgeneration in the case of Kiowa, a syntax-only approach which achieves the same level of success is still preferred. I present such an approach in the following section.

4 Tri-P Mapping: A New Theoretical Proposal

Tri-P Mapping (Phase-based Prosodic Phonology) is a new model of the phonology-syntax interface, which addresses the successes and failures of the main models tested in Miller 2018. Though open questions remain, a Tri-P analysis achieves the same level of success at Relational Mapping for Kiowa without assuming a morphological module. In addition, it aims to directly address the issues surrounding an intermediate constituent like κ. In the following subsections, I outline the beginning assumptions of the model (4.1, the definitions of the domains including open questions regarding a Constituent (4.2), and show that Tri-P Mapping achieves the same level of success for Kiowa as Relational Mapping (4.3).

4.1 Beginning Assumptions  Tri-P Mapping is a syntax-only Indirect Reference model, which references morpheme-level and clause-level phases to map prosodic constituents. Recursion is banned below $\varphi$, as in Vogel’s Composite Prosodic Model. Thus, at least one intermediate constituent is required. This necessitates a new type of reference strategy, as such a domain does not correspond to either type of phase. This will be discussed in detail below.

In terms of Phase Theory, it is assumed that the phase head is included in the Spell-Out Domain (as in Sande & Jenks 2017; c.f. Bošković 2016). In addition, Phonology may reference any spelled-out phase to
map to prosodic structure, but phonology itself does not apply cyclically. This allows for domains of smaller sizes, as opposed to work like Cheng & Downing 2016 which assumes phonology applies after all Spell-Out operations.

4.2 Defining the Domains

As in other Indirect Reference Spell-Out accounts (Cheng & Downing, 2007; Kratzer & Selkirk, 2007; Ishihara, 2007; Dobashi, 2003, 2004a,b; Compton & Pittman, 2007; Piggott & Newell, 2006; Ahn, 2015), morpheme level phases map to $\omega$ and clause level phases little $v/\text{VOICE}$ map to $\varphi$. C’s phase maps to $\iota$. Phonologically motivated restructuring may then occur including or excluding various elements within the tree. Any constraints on restructuring are left to future research and a larger cross-linguistic analysis, however. In order to account for intermediate structure between $\omega$ and $\varphi$, but continue to avoid referencing morphological information, mapping must be able to reference existing prosodic structure. It is still an open question, though, as to which constituent or constituents are needed.

As discussed earlier, an intermediate constituent like $\kappa$ runs into definitional issues in differentiating between the types of domains and phenomena necessary (i.e. clitic-specific phenomena, function words and other excluded elements, compounds, and domains of different sizes). Half these issues may be considered morphologically-conditioned phonology, though, and are resolved if Tri-P Mapping is combined with another theoretical proposal: CoPhonologies by Phase (Sande, 2017; Sande & Jenks, 2017). Clitics and function words, for example, would be excluded from Tri-P Mapping entirely, each having its own prosodic specification and constraint rankings in the numeration. The specific phonological patterns are enforced automatically via competition. Any proposal then needs only to account for a domain of an intermediate size accounting for any excluded elements, call it $\chi$, and compounds. Whether or not compounds form an additional prosodic constituent, or a detailed and precise definition of $\chi$, is left to future research.

4.3 Revisiting Kiowa

Turning back to Kiowa, and pending a precise account for intermediate structures in the Prosodic Hierarchy, Tri-P Mapping achieves the same level of success as Relational Mapping. Morpheme-level phases predict each incorporated element and the verb stem will form $\omega$s. Suffixes need to be included in the verb stem’s $\omega$ through restructuring. At the clause-level, subject and object NPs are correctly predicted to form $\varphi$ domains due to the phase head D. The object NP and verb complex will initially map to a single $\varphi$ due to $\text{VOICE}$. Restructuring, however, will allow the verb to form its own $\varphi$ separate from the object. The subject and object NPs will each form their own $\varphi$. Finally, the full CP maps to $\iota$.

(21) $\omega$ Domains in the Kiowa Verb


(22) $\varphi$ and $\iota$ Domains in the Kiowa Clause

[[Subject]$_\varphi$ [Object]$_\varphi$ [Verb Complex]$_\varphi$],

5 Discussion

This paper introduces the foundations for Tri-P Mapping, a new model of the phonology-syntax interface. Extreme morpho-syntactic complexity or "polysynthesis" was identified as the crucial test for any interface model, and a side-by-side test using data from Kiowa and Saulteaux Ojibwe showed that no current model accounts for the data in Saulteaux. Relational Mapping correctly predicts the patterns in Kiowa, but it runs into issues as the only model to assume a separate morphological module of grammar. In addition, the intermediate constituent $\kappa$ is imprecisely defined taking away from much of the model’s success. Tri-P Mapping achieves the same level of success as Relational Mapping, while also addressing its outstanding issues through referencing prosodic structure to map an intermediate constituent and combining with CoPhonologies by Phase. Three issues remain unresolved and left to future research and discussion: the unexpected phonological boundary and remaining structures in Saulteaux, details of how best to combine Tri-P Mapping and CoPhonologies by Phase, and the precise definition of Constituent $\chi$ and its relationship to compounds.

First, it is necessary to revisit the phonological patterns in Saulteaux that indicate a boundary between inflectional suffixes. Corroborative examples will help illuminate exactly where to place the boundary (e.g. only before the preterit suffix or somewhere else). Of additional interest is the Saulteaux verb stem and is component morphology. The processes examined in Miller 2018 did not indicate other verb-internal domains,
including preverbal modifiers, but the stem will certainly add to the overall picture of the dialect and language as a whole. Recent work has proposed phonological "zones" within Cree preverbs, a closely related language, and such an analysis may prove insightful in how best to test for further domains in Saulteaux (Kevin Russell, p.c.).

Second, it is clear that combining Tri-P Mapping with CoPhonologies by Phase is advantageous, but it is necessary to examine how the two models may interact at all levels. Morphologically-conditioned phonology is not exclusive to the material between $\omega$ and $\varphi$, so it is worth determining the nature of the combination. It is this and the final questions surrounding $\chi$ that collaborative work underway aims to address (Hannah Sande, p.c.).

Finally, the definition of $\chi$ and its relation to compounds will contribute to the overall discussions surrounding recursion in phonology and how to understand the architecture of phonology as a whole. It is first necessary to revisit and test previous proposals for recursive $\omega$ structures to confirm the necessity of a Constituent $\chi$. As of now, I am unaware of any cases where genuine recursion – as defined above – is present below $\varphi$. If such a case exists, it would make any proposal all the more interesting. In addition, whether or not compounds may be included in a $\chi$ analysis has the potential to alter our understanding of where compounds are situation in the Prosodic Hierarchy. If they are, in fact, separate from $\chi$, should they form a compound-specific constituent? Is that constituent in the same hierarchy? Is it universal? Any answer will push our understanding of phonology and its interface with syntax forward.
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