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1 Introduction

The discovery that phonologically neutralized segments vary in their phonetic form has been a problem for generative theories of phonology. Final devoicing is probably the most well studied example of this (Port et al., 1981; Port & O’Dell, 1985; Slowiaczek & Dimnes, 1985; Warner et al., 2004; Dmitrieva et al., 2010; inter alia). Phonologically, this is a phenomenon where, at the end of some domain (often syllable or word), an obstruent loses its voicing feature and surfaces as a voiceless segment. It has been attested in a variety of languages including, but not limited to, German (Bloomfield, 1933), Polish (Gussmann, 2007), Catalan (Wheeler, 2005), Russian (Coats & Harshenin, 1971), and Turkish (Kopkalli, 1993). The data in (1) provide an example from German (Dimnes & Garcia-Zamor, 1971).

(1) a. /bad+en/ → [baden] ‘to bathe’
   b. /bad/ → [bat] ‘bath’
   c. bat+en/ → [baten] ‘asked’
   d. /bat/ → [bat] ‘ask’

This pattern has been straightforwardly accounted for with both rules (Grijzenhout, 2000; Wiese, 2000) and constraints (Lombarid, 1999) (see (2)). This is unsurprising as grammars based on rewrite rules such as those found in The Sound Pattern of English (SPE; Chomsky & Halle, 1968) and constraint-based grammars such as Optimality Theory (OT; Prince & Smolensky, 1993) can be thought of as two different ways to describe the same set of phonological mappings (Heinz, 2018). Both intensional descriptions described in (2) pick out the same set: voiceless obstruents that map faithfully to themselves regardless of syllabic position, and voiced obstruents that map faithfully when in onset, but map to their voiced counterparts when in coda position. Therefore, both rule and constraint grammars may be thought of as being extensionally equivalent when it comes to these data. This highlights the fact that the problem of incomplete neutralization may have nothing to do with the type of grammar doing the mapping and we should instead look elsewhere for a potential solution. If the phonological output is always a voiceless segment in coda position, then we may expect the phonetic output to be identical regardless of underlying form. Since the phonetic facts about final devoicing indicate that the outputs are not identical, models of language production that make no distinction between derived and underlying voiceless segments during implementation are unequipped to explain this phenomenon.

Traditionally, phonological mappings have been described as mappings from discrete underlying representations to discrete surface forms. This type of symbolic computation has historically been useful for describing sound patterns, but has been challenged as our understanding of the phonetic properties of language has increased over time (Ohala, 1990, 1992; Port & Leary, 2005). The architecture for language production is therefore often modeled in a way such that the phonetic implementation module only has access to the output of phonology and is therefore blind to any underlying contrast. This is what Pierrehumbert (2002) calls a “modular feed-forward” model. It is modular because each module operates over a specific input without any reference to a previous form. In the case of language production, this means that the phonetics module will have a surface representation (SR) from the phonology module as its input, but will...
not be aware of what lexical item (or underlying representation (UR)) specifically lead to that SR. The model is feed-forward simply because there are no loops backwards. A visual representation of this type of model for speech production can be seen in Figure 1.

![Figure 1](image)

**Figure 1:** A modular feed-forward model of speech production. UR = underlying representation; SR = surface representation; PR = phonetic representation.

Given the phonetic facts about incomplete neutralization, there have been a variety of different modifications to this type of model in order to account for the data. Early proposals suggested that certain phonetic implementation rules happen before phonological rules (Dinnsen & Charles-Luce, 1984; Slowiaczek & Dinnsen, 1985). This requires potentially enriching phonological representations with phonetic information and therefore loosens both the feed-forward and modular aspect of the model. Van Oostendorp (2008) maintains feed-forward modularity and instead changes the representations used in the phonological grammar so that its output contains information about the lexical form. By doing so, the phonetics module can make a distinction between neutralized segments if need be. Other researchers reject this type of model either tacitly by using exemplar (Kleber et al., 2010; Winter & Röettger, 2011; Röettger et al., 2014) or dynamic (Gafos & Benus, 2006) theories of grammar, or explicitly in the case of Port & Leary (2005).

In this paper, we offer a new account of incomplete neutralization by reconceptualizing the modular feed-forward model into what we call the **BLUEPRINT MODEL OF PRODUCTION**. This is done at a computational level by conceptualizing the language production pipeline as a series of functions (Marr, 1982; Roark & Sprout, 2007; van Rooij & Baggio, 2021). By considering the types of each function (Pierce, 2002) it is shown that the modular feed-forward model can be rearranged in such a way that the phonetics module can have direct access to lexical information without making any modifications to the phonological module. Phonology remains a discrete function from underlying to surface forms that does not need to be enriched with phonetic information. The only change is that the phonological map becomes a direct input to the phonetics function, therefore conceptually acting as a set of directions (i.e. - blueprint) to the phonetics module for how a lexical item should be pronounced rather than something that directly creates the final pronounced form.

This paper is organized as follows. Section 2 discusses the facts of incomplete neutralization before introducing the **BLUEPRINT MODEL OF PRODUCTION** in detail in section 3. Section 4 compares the **BLUEPRINT MODEL OF PRODUCTION** to previous accounts of incomplete neutralization and discusses its implications for theories of the phonetics-phonology interface. Section 5 concludes the paper and briefly suggests ways in which this model can be used in future research.

## 2 Incomplete neutralization

In the 1980’s, it was discovered that German speakers could discriminate between an underlying voiceless segment and a derived voiceless segment at a rate of 60-70%; further acoustic studies showed that these two types of segment varied over certain acoustic properties (Port et al., 1981; Port & O’Dell, 1985). Acoustically, it was found that the preceding vowel was shorter for underlying voiceless segments, the duration of aspiration noise was longer for underlying voiceless segments, and the amount of voicing into stop closure was longer for underlying voiced segments. These properties make it appear as if the surface form maintained some of the properties of the underlying form. Because the values for the derived voiceless segments were intermediate between a surface voiceless segment derived from underlying voiceless segment and a surface voiced segment (non-coda position), this phenomenon was termed “incomplete neutralization”.

Since these original landmark studies, final devoicing has been thoroughly studied, and found to be incomplete, in many other languages. In Catalan, there were no group level differences in the acoustics of derived and underlying voiceless segments, but due to individual level differences being found in the duration of voicing into closure, duration of closure, and length of previous vowel it was claimed that the process still remained incomplete (Dinnsen & Charles-Luce, 1984). Warner et al. (2004) found that, like in German, the
difference between segments that had been underlying [-voice] versus those that had been [+voice] in Dutch could be reliably measured in the acoustic signal as well as perceived by listeners. Preceding vowel length and closure duration were the most significant cues to the underlying voice contrast in both perception and production. Polish and Russian both showed acoustic signs of incomplete neutralization as well (Slowiaczek & Dinnesen, 1985; Dmitrieva et al., 2010; Shrager, 2012). For Polish it was the length of the preceding vowel that signified the underlying contrast, while in Russian it was burst duration. In Afrikaans, both closure duration and burst duration varied in the acoustics of the segments while burst duration and preceding vowel lengths aided in perceiving a difference between the underlying contrast (Van Rooy et al., 2003).

Incomplete neutralization is not limited to the process of final devoicing as the following processes have also been documented as being incomplete: tapping/flapping in American English (Fox & Terbeek, 1977; Herd et al., 2010; Braver, 2014), intrusive stops in English (Fourakis & Port, 1986), schwa epenthesis in English (Davidson, 2006), coda aspiration in Andalusian Spanish (Gerfen, 2002; Bishop, 2007), coda liquids in Puerto Rican Spanish (Simonet et al., 2008; Beaton, 2016), French schwa deletion (Fougeron & Steriade, 1997), Russian voicing assimilation (Burton & Robblee, 1997), epenthesis in Lebanese Arabic (Gouskova & Hall, 2009), tone sandhi in Cantonese (Yu, 2007). Mandarin (Peng, 2000) and Fuzhou (Li, 2016), Japanese monomoraic lengthening (Braver & Kawahara, 2016), and word-final lenition in Chilean Spanish (Bolyanatz, 2020). Durational cues appear to be the majority of what is presented as being incomplete, but there is not enough evidence to suggest it is limited to the temporal domain as in some cases it was exclusively non-durational cues which were found to be incomplete (Burton & Robblee, 1997; Yu, 2007).

Returning to final devoicing, (Port & Crawford, 1989) show that listeners appear to have control over the level of incompleteness of the neutralization based on communicative context and how salient a contrast is made. In their experiment, they used five different contexts (based on 4 sentence conditions) to evaluate how the level of neutralization changed depending on speakers’ awareness of the task. Condition 1A/B were disguised sentences where the target word was embedded within a sentence. The 1A task involved participants reading the sentence from a written example. The 1B task used the same sentences, but this time participants were read the sentence and asked to repeat it back out loud to the experimenter. Condition 2 used contrastive sentences where both target words were in the same sentence, but clarifying information was included to differentiate the words. Condition 3 also used contrastive sentences, but removed the clarifying information. Condition 4 was simply a wordlist.

They found incomplete neutralization in every condition when looking at combined speaker data. Interestingly, they found no difference between conditions 1A and 1B despite it previously being shown that repeating the target words back after hearing them spoken resulted in no signs of incomplete neutralization (Jassem & Richter, 1989). The most important takeaway from the results presented in Port & Crawford (1989) is the fact that the level of incompleteness increased when the task highlighted the contrast between the two target words. Condition 2 was more incomplete than Conditions 1A/B and Condition 3 was even more incomplete than Condition 2. This makes sense because Condition 2 highlights the contrast, but includes extra material that can aid in distinguishing between the two words. Therefore, speakers may attempt to highlight the contrast with the amount of “voicing”, but it is not as necessary. Condition 3 meanwhile highlights the contrast, but provides no additional information. Now the speaker must use the amount of “voicing” if they want to make sure that the contrast is salient. Condition 4 also showed a greater amount of incompleteness than Condition 1A/B and was slightly lower than Condition 2.

These data support the idea that speakers have some level of control over how neutralized a segment is depending on the contrastive condition. The pragmatic conditions therefore influence a speakers intent on maintaining an underlying contrast. In their nonlinear dynamic model of production, Gafo & Benus (2006) include a variable called intent to account for this fact. For the remainder of this paper, we will also use the term intent as a covariable term indicating pragmatic condition/desire to maintain an underlying contrast.

To conclude this section, there are three major takeaways from the phonetic facts about incomplete neutralization. First, the direction of the incompleteness regularly appears to be in the direction of the underlying form. Second, it is often different cues that are incomplete. Third, speakers have at least some control over the level of incompleteness which is influenced by extra-linguistic factors. To account for these facts, a model of phonetic implementation must be able to reference both the underlying and surface form of a lexical item and have a way to integrate extra-linguistic information that can target specific cues rather than the entire phonetic output. In the next section, we introduce a model of the phonetics-phonology interface based on these insights.
3 The Blueprint Model of Production

The biggest problem in accounting for incomplete neutralization comes from the generative view of language production as being a modular feed-forward process (Pierrehumbert, 2002: Figure 1). This type of model is like an assembly line: the intended lexical item moves down the line and gets modified along the way. To make this metaphor more concrete, the lexicon places URs on a conveyor belt which takes them to the Phonology station to be worked on. At the Phonology station, URs are transformed into SRs and SRs are placed back on the conveyor belt to be taken down the line to the Phonetics station. Noteworthy here is the fact that the Phonetics station will be receiving an SR with no knowledge of its previous history. Given a specific SR, the phonetics will transform it into the corresponding phonetic form (e.g., a gradient representation containing acoustic/articulatory instructions). The data on incomplete neutralization presented in the previous section indicate that this view cannot be correct. That is, given the fact that there are cases where two segments are thought to be phonologically identical (SR\(_i\) = SR\(_j\)), but nonetheless have different phonetics (phonetic form\(_i\) \(\neq\) phonetic form\(_j\)), then the phonetics module (i.e., "station") must be distinguishing them based on some other piece of information.

The solution proposed here is to allow the phonetics module to have direct access to the underlying form. The remainder of this section outlines what we call the BLUERPINT MODEL OF PRODUCTION which is a reimagining of the generative modular feed-forward model. It is modular in the sense that there are separate modules (minimally a phonology module and a phonetics module plus the lexicon). It is feed-forward in the sense that there are no feedback loops. Crucial to this analysis is the viewpoint that each module can be thought of as a function (Roark & Sproat, 2007; Heinz, 2018). In the modular feed-forward model we might think of the Phonology as a function that maps a UR to an SR and the Phonetics as a function that maps an SR to a PR (Phonetic Representation). The BLUERPINT MODEL OF PRODUCTION continues to view the Phonology as a function that maps a UR to an SR but models the Phonetics as a higher order function that takes the Phonology function as an input. Instead of a single UR, the entire Lexicon is also an input to the Phonetics function in order to generalize over all lexical items. The final input is a scaling value called Intent which represents certain extra-linguistic information. The Phonetics module is therefore a function with three inputs: Lexicon, Phonology, and Intent; and one output: \{PR\}. A visual representation of the model is shown in Figure 2.

![Figure 2: A visual representation of the BLUERPINT MODEL OF PRODUCTION](image)

3.1 From assembly line to blueprint: function (de)application

While giving the phonetics module direct access to the Lexicon and Phonology may seem like a large departure from the modular feed-forward model, it is actually a straightforward reconceptualization when viewed as a series of mathematical functions. The analysis below shows the types of the functions following Pierce (2002) whose notation is derived from the lambda calculus (Church, 1932, 1933). The general form that will be used to describe functions is \(f :: A \rightarrow B\) which can be read as \(f\) is a function that maps A-type arguments to B-type arguments. The Phonology function (or \(P\) for short) above would therefore be written as \(P :: UR \rightarrow SR\). In prose this would be equal to, “the phonology function \(P\) maps URs to SRs.”

The analysis below also relies on two other concepts: higher order functions and the notion of function application. A higher order function is a function that either takes another function in its input, or a function that returns another function in its output. One function of the first type is the map() function. Given two inputs \(A\) and \(B\), where \(A\) is a function and \(B\) is an array of length \(n\), map\((A, B)\) will apply function \(A\) to every individual element of \(B\) and return the array \([A(B_0), \ldots, A(B_n)]\). To give a concrete example, consider

\[\text{map}(\lambda x . x^2, [1, 2, 3, 4]) = [1, 4, 9, 16]\]

\[\text{map}(\text{double}, [1, 2, 3, 4]) = [2, 4, 6, 8]\]

This function can be found natively in programming languages such as Python, Haskell, Ruby, Perl, and R.
the function \(\text{plus-one()}\) and the array of integers \([-23, 1, 9, 307]\). If we were to provide both of these as the input to the \(\text{map()}\) function, we would end up with \(\text{map(plus-one()}, [-23, 1, 9, 307]) = [-22, 2, 10, 308]\). The \(\text{map()}\) function is not limited to numerical data types/functions and works just as well over strings. If we assume a string \(abc\) is equal to \([a, b, c]\) then we could also use the \(\text{map()}\) function to manipulate strings. Suppose we had a function \(b-i-f-c()\) that turned any \(c\) into a \(b\), then \(\text{map(b-i-f-c(), abc)} = ab\). The larger point here is that a function’s status of being higher-order or not is a separate issue from exactly what the types it operates over are.

This point leads us nicely into a discussion of function application which can itself be thought of as a higher order function. Abstracting away from types, the two arguments for \(\text{function-application()}\) itself would be one of type \(A\) and the other of type \(A \rightarrow B\) (i.e. - a function that maps \(A\) type things to \(B\) type things). Given these two arguments it would output something of type \(B\). The type for function application would therefore be \(A \rightarrow (A \rightarrow B) \rightarrow B\). Note that when reading types, everything to the left of the rightmost arrow is an argument and everything to the right of the rightmost (non-bracketed) arrow is the output. In a system where we know all \(B\) type things are derived from \(A\) type things, and that there is some function \(g\) that implements this mapping, then we also know that every \(B\) is equivalent to \(g(a)\) for some \(a \in A\).

Let us return to the model of language production. Throughout the remainder of this section I will use the following abbreviations: \(L\), \(P\), and \(A\) as functions representing the \(\text{Lexicon}\), \(\text{Phonology}\), and \(\text{Phonetics}\) (Articulation since we are modeling production); \(UR, SR\), and \(PR\) to represent \(\text{Underlying Representations}\), \(\text{Surface Representations}\), and \(\text{Phonetic Representations}\); and \(I\) to represent \(\text{Inten}\) on maintaining an underlying contrast. The proposed types are listed in the table in Figure [3a]. Figure [3b] explains how the modular feed-forward model leads to the \text{BLUEPRINT MODEL OF PRODUCTION}.

<table>
<thead>
<tr>
<th>Name</th>
<th>Meaning</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L)</td>
<td>Lexicon</td>
<td>(UR \rightarrow UR)</td>
</tr>
<tr>
<td>(P)</td>
<td>Phonology</td>
<td>(UR \rightarrow SR)</td>
</tr>
</tbody>
</table>
| \(A_{\text{MFF}}\) | Phonetics 
\(A_{\text{MFF}}\) | \(SR \rightarrow PR\) | 3. \(A :: UR \rightarrow P \rightarrow PR\) |
| \(A_{\text{BP}}\) | Phonetics 
\(A_{\text{BP}}\) | \(L \rightarrow P \rightarrow I \rightarrow PR\) | 4. \(A :: L \rightarrow P \rightarrow \{PR\}\) |
| \(UR\) | Underlying Rep. | String (Feature Vectors) | 5. \(A_{\text{BP}} :: L \rightarrow P \rightarrow I \rightarrow \{PR\}\) |
| \(SR\) | Surface Rep. | String (Feature Vectors) | |
| \(PR\) | Phonetic Rep. | Matrix (\(\mathbb{R}\)) | |
| \(I\) | Intent | \(\mathbb{R} \in [0, 1]\) | |

(a) Types | (b) The derivation

**Figure 3**: Deriving the Blueprint Model

Let us start by analyzing the phonetics module in the modular feed-forward model (Step[1]). In Figure [3b], this idealizes the phonetics module as a map from surface representations to phonetic representations. The definition of function application from above can then be used to decompose \(SR\) into \(UR \rightarrow (UR \rightarrow SR)\) (Step[2]). We can now further switch out \((UR \rightarrow SR)\) since we know that this is just another way of representing the phonology module (Step[3]). To complete this reconceptualization we can do two more things. First, we can change \(UR\) to \(L\) in order to generalize over the entire lexicon (Step[4]) [Roark & Sproat 2007]. By doing so, we also make the output a set of phonetic representations rather than a single specific representation. Second, we can add in \(I\) as an input in order to account for pragmatic effects. This gives us our final type for the phonetics function shown in (Step[5]).

The phonetics module is therefore a higher-order function with three arguments: the lexicon, the entire phonology module (a function), and an intent value. As is the case in the modular feed-forward model, the phonology maps an underlying form to a surface form. Additionally, in both the \text{BLUEPRINT MODEL OF PRODUCTION} and the modular feed-forward model an underlying form is ultimately transformed into a phonetic representation. The main difference is where the phonology processes the underlying form into a surface form. In the modular feed-forward model it is external to the phonetics module while in the \text{BLUEPRINT MODEL OF PRODUCTION} it is internal to the phonetics module.

If it is not clear yet as to why this is being called the \text{BLUEPRINT MODEL OF PRODUCTION}, consider this. For every \(n\)-ary function there is an equivalent \(n + 1\)-ary relation. Since phonology is a unary function (i.e. - it has one input which is a \(UR\)) it can also be envisioned as a binary relation consisting of \(UR\) and \(SR\) pairs \((UR, SR)\). This latter perspective highlights the fact that we can view phonology not as the module that
actually creates a phonetic output, but instead as a set of instructions that informs the phonetics module as to how a given input should be pronounced. In other words, the phonetics module queries the phonology as to how a UR should be pronounced by determining the correct \( (UR, SR) \) pair. Once it has this information, other factors (such as contrastive intent) may further influence the final phonetic representation. In the case of incomplete neutralization, it appears that the phonetic representation is a blend of the phonological output \( (SR) \) and the lexical input \( (UR) \) that is scaled by extra linguistic factors \( (I) \).

### 3.2 Scaling UR/SR and pragmatics

Recall that the direction and scalability of incomplete neutralization have influenced the development of the **Blueprint Model of Production**. For example, [Warner et al. (2004)](#) found that Dutch words containing an underlying voiced stop that was devoiced in word-final position were pronounced with a longer preceding vowel than similar Dutch words contained underlying voiceless stops in the same position. Directionality of incompleteness is therefore essential to any account of incomplete neutralization. Additionally, [Port & Crawford (1989)](#) showed that participants seemed to scale the level of incompleteness based on pragmatic context. Taken together, these two empirical findings suggest that incomplete neutralization is the result of scaling the phonetic representation in order to be more like the underlying form.

Imagine a one-dimensional space for some cue \( c \) in the set of all cues \( C \) that signify a contrast like voicing. We can divide the space up such that there is a point where every value equal to or less than that point signifies a [+voice] sound while everything greater than that point signifies a [-voice] sound. Within the [+voice] sub-section we may even get different cue values depending on the position of the voiced sound. For example, an intervocalic voiced obstruent may be further away from a specific cue’s boundary than a word-final voiced obstruent. It must now also be the case that the [-voice] sub-section can also be full of different realizations. In the case of final devoicing, a faithful [-voice] sound may have value \( n \) in the cue space. Likewise, a [+voice] obstruent in final position may have value \( m \) in the cue space. Therefore, devoiced obstruents in final position can be mapped to all values between \( m \) and \( n \) in the cue space as a result of the scaling described above.

![Figure 4: Cue space](#)

From the basic idea sketched above, we can now formalize this process. First, the scaling value can be formalized as `intent` following [Gatos & Benus (2006)](#). This can be thought of as the percentage that a speaker wants to maintain the underlying contrastive form. Numerically, we can think of this as a value \( i \in [0, 1] \). The lower bound 0 represents a speaker with 0% intent to maintain the underlying contrast while the upper bound 1 represents a speaker who wants to 100% maintain the underlying contrast. We can then figure out exactly what the value for cue \( c_i \) by simply taking the weighted sum of \( c_{UR} \) and \( c_{SR} \). In the example for devoicing \( c_{UR} = m \) and \( c_{SR} = n \). An exact formula for calculation \( c_i \) is given in (3).

\[
(3) \quad c_i = c_{UR} \times i + c_{SR} \times (1 - i)
\]

We are assuming here that the phonetics module is able to map a [+voice] sound at the end of a word onto some phonetic representation. Since the translation is feature based this should not be a problem. The reason that a speaker of a language with final devoicing may never produce a [+voice] sound in this position is due to the phonology and not the phonetics. Anecdotally, speakers of languages with final devoicing can produce a word final obstruent as voiced if absolutely forced to do so. Additionally, based on our own dialects of American English, which neutralizes /t/ and /d/ to \( [R] \) in certain positions, we can produce words like `waiter` with a [t] or at the very least \([R]\).
The value for a cue will therefore always be what the $c_{SR}$ value is unless the speaker has some desire to maintain the underlying contrast. Notice, too, that there will only be a change in the expected cue value when there is some alternation between underlying and surface form. Since the intent value is some real number between $[0,1]$ then it will always be the case that $i + (1-i) = 1$. This means that whenever $c_{UR} = c_{SR}$ there is no way to not end up with $c_i = c_{SR}$, which is exactly the desired result given we only want intent to play a role when there is an alternation.

The current formulation in (3) suggests that the weighting of UR and SR is scaled linearly. It is quite likely that this is not the correct formulation since all of the documented phonetic effects of incomplete neutralization are subtle. Given the current formulation, we would expect to see more intermediate cue values. Scaling the UR and SR values exponentially rather than linearly helps solve this problem. This would mean that for smaller intent values there would be little effect on the cue output, but for larger values it would be more noticeable. Since there is anecdotal evidence that speakers can produce the UR value if they actively try, this seems to indicate that it is only with extremely high values of intent that the cue output should be able to cross the threshold into an area that is reliably interpreted as the UR segment. The term $\alpha$ further scales the intent values, giving us (4) below.

$$ (4) \quad c_i = c_{UR} \times i^\alpha + c_{SR} \times (1-i)^\alpha $$

The difference between linear weighting of intent values and exponential weighting of intent values is shown in Figure 5(a). Here, it is apparent that $c_i$ will only pass the halfway point between $c_{UR}$ and $c_{SR}$ for intent values close to 1.

The following example illustrates the scaling process. In Warner et al. (2004), the difference between preceding vowel duration in the environment where voicing in stops is distinct was around 20ms. In the neutralizing environment, underlying voiceless stops had a preceding vowel duration of 120ms while underlying voiced stops that were neutralized to voiceless had a preceding vowel duration of 124ms. Given that the preceding vowel before voiced stops is typically longer, we can hypothesize that the preceding vowel duration target for a word final [+voice] stop in Dutch is 140ms (20ms > than the [-voice] stop in the same position). The table in Figure 5(a) shows the predicted preceding vowel length values for a neutralized underlying voiced stop with intent values incrementing by 0.1 from 0 to 1 using the formula in (4).

<table>
<thead>
<tr>
<th>Intent</th>
<th>Vowel Duration (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>120</td>
</tr>
<tr>
<td>0.1</td>
<td>120</td>
</tr>
<tr>
<td>0.2</td>
<td>120.01</td>
</tr>
<tr>
<td>0.3</td>
<td>120.05</td>
</tr>
<tr>
<td>0.4</td>
<td>120.2</td>
</tr>
<tr>
<td>0.5</td>
<td>120.62</td>
</tr>
<tr>
<td>0.6</td>
<td>121.56</td>
</tr>
<tr>
<td>0.7</td>
<td>123.36</td>
</tr>
<tr>
<td>0.8</td>
<td>126.55</td>
</tr>
<tr>
<td>0.9</td>
<td>131.81</td>
</tr>
<tr>
<td>1</td>
<td>140</td>
</tr>
</tbody>
</table>

Figure 5: Exponentially scaling vowel duration (left) and Linear vs. Exponential weighting (right)

With intent values less than 0.6, the difference in vowel length before before a derived [-voice] segment and an underlying [-voice] segment is predicted to be less than 0.7 milliseconds. This small of a difference

---

3 For most of this paper $\alpha = 5$ is arbitrarily used. It should be noted that as the value of $\alpha$ in $i^\alpha$ increases, the output stays closer to 0 longer. Determining the exact value of $\alpha$ has no bearing on the larger point being made, but may be an interesting way to explain variation in what types of cues and processes exhibit “incomplete” behavior.
would certainly go unnoticed both in casual conversation and even in laboratory settings. Furthermore, even with moderate intent values (0.6-0.7) the difference still remains quite small, but enough to result in statistically significant differences. In fact, the predicted preceding vowel duration with intent value equal to 0.7 is 123.36ms which is close to the measured average of 124ms reported by Warner et al. (2004). Once the intent value goes between 0.8-1 the predicted vowel duration value drastically becomes more like the UR value (+voice). The equation in (4) is therefore able to match empirical findings. Furthermore, the measurements in Warner et al. (2004) were taken from word list recordings. Port & Crawford (1989) reported that word list read speech showed a moderate level of incompleteness in German. In the simulation shown in Table 5a there is still room above the 0.7 intent value for a task like the contrastive condition in Port & Crawford (1989) that showed a higher level of incompleteness.

4 Discussion

Up to this point the BLUEPRINT MODEL OF PRODUCTION has been primarily displayed on its own terms, but it is also necessary to compare it to other production models and how they account for incomplete neutralization. A goal in developing this model was to see if there was a way to maintain the following three conditions: a discrete phonology, modularity, and feed-forwardness. To start, let us examine an early proposal where certain phonetic implementation rules take place before certain phonological rules (Dinnsen & Charles-Luce, 1984; Slowiaczek & Dinnsen, 1985). One way to interpret this type of proposal is through the elimination of the feed-forward requirement. The problem with this interpretation is that classic definitions of modularity assume that different modules necessarily have unique representations (Fodor, 1983). If the phonetic implementation rules make direct reference to duration of stop closure (in ms) of a segment (e.g. Slowiaczek & Dinnsen (1985)), and then a phonological rule is implemented afterwards, then the phonology must be able to interpret and process the segment in its rich phonetic representation. This means that having phonetic implementation and phonological rules intertwine further leads to the degradation of modularity and potentially to discrete representations as well. The BLUEPRINT MODEL OF PRODUCTION is still a feed-forward system and therefore continues to maintain a difference between phonological and phonetic representations while still accounting for the facts of incomplete neutralization.

Another production model is that of turbidity theory (Goldrick, 2000) which extends the idea of containment as originally proposed in classic Optimality Theory (Prince & Smolensky, 1993; OT). In this version of OT, each segment has a “project” and “pronounce” relation. Because of this, information about the input can be contained within the output (projection) even if it is not pronounced. Van Oostendorp (2008) analyzes final devoicing within this framework. He proposes that the final voiced obstruent is in a projection relationship with the [voice] feature, but not in a pronounce relationship. The project relationship thus alters the voicing implementation slightly in the phonetics module. As Braver (2019) points out, this account is unable to explain Japanese monomoraic lengthening or American English flapping. It is worth mentioning that the failure to account for these processes does not have to do with generally referencing information about the UR, but rather specifically how turbidity theory references UR information. Incomplete neutralization is the result of both a project and pronounce relation in the UR turning into solely a project relation in the SR. This can be thought of as another way of formulating delinking in an autosegmental framework. Japanese monomoraic lengthening on the other hand can be thought of as spreading. In this instance, a pronunciation relation is added between the segmental properties of one mora to the next. Similarly, the voicing of the flap would be addition of a pronunciation relation. This is a fundamentally different than what happens in Van Oostendorp’s (2008) account of final devoicing. The BLUEPRINT MODEL OF PRODUCTION on the other hand only cares about the mapping from UR to SR. It does not matter if it is a “de-linking” process or a “spreading” process, as long as there is a change from UR to SR then there is the possibility for incomplete neutralization. Van Oostendorp’s (2008) account also raises a question that should be asked of any phonologist positing a theory that accounts for within-category variation: what is the role of a phonological grammar in production? Most accounts working off of the modular feed-forward model seem to assume that the phonological grammar is implementing the changes it makes to lexical items. With this type of interpretation, it does make some sense to add systematic within-category variation to the phonological grammar. But another valid interpretation is that the phonological grammar is just one of several factors impacting production. The phonology, in this type of interpretation, still operates as a symbolic manipulator of lexical items, and tells
the production module how to do so. It is this interpretation of the phonological grammar that is present in
the BLUEPRINT MODEL OF PRODUCTION.

So, even though Van Oostendorp’s (2008) account of incomplete neutralization using turbidity theory
does integrate information about underlying and surface forms, it is still quite philosophically and structurally
different from the BLUEPRINT MODEL OF PRODUCTION’s account. It is a strength of the BLUEPRINT MODEL
OF PRODUCTION that it is relatively agnostic about the form of the phonology function while still providing
insight into incomplete neutralization.

Another model of production that accounts for incomplete neutralization and also falls under the
OT umbrella is found in Braver (2019). He combines output-output correspondence (Benua, 1997;
Steriade, 2000), phonetically motivated constraints (Zsigal, 2000; Flemming, 2001), and weighted constraints
(Legendre et al., 1990) into what he calls WEIGHTED PARADIGM UNIFORMITY (WUP). For this account,
the phonetic output is determined by a markedness constraint that requires the output to be identical to the
canonical output and a faithfulness constraint that requires words within the same morphological paradigm to
have identical outputs. The final phonetic output is therefore a blend of the canonical output (the phonological
SR) and the base of the morphological paradigm. As he outlines (pp. 14–19), there are many different criteria
that have been used to determine bases. He ultimately uses informativeness in his analysis of Japanese
monomoraic lengthening, but also discusses morphological complexity, frequency, and orthography as other
factors influencing base decision. The WUP is similar to the BLUEPRINT MODEL OF PRODUCTION in
that they both provide upper and lower bounds for the final phonetic output and can in theory account for
gradient amounts of incompleteness. What makes them immediately different is that Braver (2019) relies on
morphological bases while the BLUEPRINT MODEL OF PRODUCTION uses underlying forms, which are the
basis of generative models of phonology.

Articulatory Phonology (AP; Browman & Goldstein, 1986, 1992, 1995) is a theory of production which
collapses phonetics and phonology into a single source, unlike other theories (Kingston & Diehl, 1994; Tucker
& Warner, 2010). AP claims that phonetics and phonology are just low and high level descriptions of the same
dynamical system. At the high level of description, the phonological primes in AP are gestures. Gestures are
task specific goals and therefore defined as the creation of a certain sized constriction in the vocal tract. At the
low level of description, each gesture is modeled as a second order dynamical equation and implemented in
the task-dynamic model of Saltzman & Munhall (1989). In the task dynamic model, each gesture competes
for control of certain articulators while the gesture is active. Since the goal of a gesture is only to create a
certain constriction type, the path the articulators take to do create a specific constriction are largely dependent
on the other gestures simultaneously activated within the dynamical system. From an AP perspective, both
what we consider phonological and phonetic processes are the lawful consequence of interacting gestures
within a dynamical system.

Gafos (2002) integrated the gestural and dynamical approach into an OT grammar in order to account
for non-allophonic phonological knowledge. This move maintains a distinction between phonetics and
phonology in a way that classical AP did not. Gafos & Benus (2006) use this type of model to explain
incomplete neutralization in final devoicing. The OT grammar corresponds to a dynamical equation and
makes it so there is a canonical “voiceless” dynamical equation for glottal aperture (the gesture that
 corresponds to voicing in the task dynamic model). As discussed previously, they add an intent value that is
another term in the dynamical equation. This has the property that as intent increases, the dynamical equation
is adjusted so that the phonetic output becomes more “voiced” like.

The influence of Gafos & Benus (2006) on the BLUEPRINT MODEL OF PRODUCTION should be quite
obvious. If incomplete neutralization is scalable based on pragmatics then the intent value seems necessary
for any production model. Any account of incomplete neutralization has to either take this fact seriously
or reject the results of Port & Crawford (1989). The BLUEPRINT MODEL OF PRODUCTION shows that this
it possible to account for this fact without nonlinear dynamics. In general, a specific theory of phonology
is not required to account for incomplete neutralization and instead the important point can be made at a
more abstract level. Gafos & Benus (2006) appear to recognize this fact when they write, “...it is both
necessary and promising to do away with the metaphor of precedence between the qualitative phonology
and the quantitative phonetics, without losing sight of the essential distinction between the two” (p. 924).
This suggests the primary difference between the analysis in this paper and Gafos & Benus’s (2006) analysis
is that the BLUEPRINT MODEL OF PRODUCTION provides an abstract account of incomplete neutralization
using functions and lambda calculus at a computational level while they provide a mathematical account of
incomplete neutralization using nonlinear dynamics at an algorithmic level (cf. Marr [1982]). Both types of analyses are necessary for understanding the phenomenon, but the BLUEPRINT MODEL OF PRODUCTION may ultimately appeal to a wider group of phonologists since it does not require an acceptance of gestural approaches or nonlinear dynamics.

Exemplar models have also been popular in accounting for incomplete neutralization (Kleber et al. [2010], Winter & Röettger [2011], Röettger et al. [2014]) (but see Seyfarth et al. [2019]). In these types of models, the lexicon contains both roots and inflected forms for all lexical items. Additionally, the representations are phonetically rich and contain traces of all previously heard tokens of each item. The organization of the lexicon in this way can account for incomplete neutralization through spreading activation. What this means is that when a root form such as /Kad/ in German is activated, so are all of the morphologically related forms (such as /Kad+en/). The output of the final /d/ is a combination of how it is pronounced in the root and all the related morphological forms. In the case of final devoicing, the /d/ in /Kad+en/ surfaces as a [d] and therefore influences the /d/ in /Kad/ to be more [d]-like, even though the exemplar representation for /Kad/ ends in a [t].

One strength of exemplar models is their ability to explain sub-phonemic variation. This, of course, is unsurprising given its detailed representations. The advantage of the BLUEPRINT MODEL OF PRODUCTION over exemplar based models when it comes to incomplete neutralization is the fact that it can do so without relying on detailed representations. Another difference is that exemplar models rely on morphological paradigms while the BLUEPRINT MODEL OF PRODUCTION only uses the underlying representation. This means that we should be able to find a case of neutralization where the two models make different predictions about the phonetic form, which we leave for future work.

As this section has shown, the BLUEPRINT MODEL OF PRODUCTION’s advantage over other accounts of incomplete neutralization is its ability to maintain a distinction between phonetics and phonology. Unlike other accounts it does not require phonetically rich or gradient phonological representations. Phonological representations remain discrete and symbolic while phonetic representations are continuously valued. The BLUEPRINT MODEL OF PRODUCTION also does not require any feedback so it maintains the feed-forward aspect. That being said, it is not feed-forward in the same way that the modular feed-forward model is. There is no longer a temporal separation between phonetics and phonology despite them fundamentally providing different types of knowledge. Finally, the BLUEPRINT MODEL OF PRODUCTION is a mathematical reinterpretation of the modular feed-forward model rather than a complete abandonment. This means that any insights gained from using the more traditional model can also be used with this updated version. Accounts that reimagine the production process by merging phonetics and phonology (e.g. - exemplar, nonlinear dynamics, etc...) do not have this same luxury.

5 Conclusion

This paper offered a new model of language production that can account for incomplete neutralization without eliminating discrete phonological knowledge. While other accounts of incomplete neutralization have made similar claims, the BLUEPRINT MODEL OF PRODUCTION provides a mathematical treatment that shows how this type of model is simply a reinterpretation of the more classic modular feed-forward model rather than a complete reimagining of the production process. As currently presented, it explicitly recognizes three separate factors influencing production. The lexical representation is arguably the primary factor; the phonology is arguably a secondary factor; and the intent is arguably a tertiary factor. By providing an abstract model that does not rely on any specific theory of phonology it can hopefully be adapted by a wide range of researchers. The paper also provided more specific examples in how the new model could be implemented and used to simulate and explain different types of incomplete neutralization and near merger data. That being said, despite incomplete neutralization being the primary focus in the creation of the BLUEPRINT MODEL OF PRODUCTION, future work can use this model to explore other facts about the phonetics-phonology interface that relate to the phonetic realization of phonological processes involving segmental changes (e.g. epenthetic vowel duration, phonetic evidence of deleted segments, absolute neutralization).
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